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Data Mining for Development Inequality
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direction of development priorities i the future confinues to
be pursued. In Indonesia, development incquality is stil
relatively high in various provinces. especially in the
western part of Java Island. To reduce the inequality level
that oceurs, one of the efforts that can be done is the early
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nake  development decisions, for example, with
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Data mining has been widely used in various fields.
Several data mining applications include analyzing the risk
of ship collisions in marine traffic [1], characterizing foms
of corporate communi ed on social media [2], and
even finding patterns of relationship between a feature and
certain conditions (such as the relationship between readi
activy and abstacion) tough he amountof et and time
spent reading 3], ically, data mining has several
ks, including forecing, lassication, and clusering.

s intended to project future cvents. Seves

9 recasti lLall()lh include predicting the demand or
spare pars To inventory management ncds [4] and the
academic grades of college students [5]. Classification aims

for various needs, such as classifying types of heart disease
based on ECG time series data [6], classifying X-
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varabilty cusering [24], damage breakdown and bidge
tural degradation for prediction of bridge status [25],
b dimensions pigLaie Clustering [26], industry-
standardized service modules (271, short text clustering

mantic vectors [28], and information extracti
from documents [29]

This study focuses on clustering tasks. Given the wide
range of applications that clustering can solve, it is possible
that the grouping of regional development inequalites can

solved as well. In this case, inequality is grouped by
extracting patterns from development data 50 as to form
groups of development  inequality between _regions.
Policymakers can use the clustering results to determine
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Data Mining for Development Inequality

Tb Ai Munandar, Dwipa Handayani

Abstract— Development inequality occurs in many parts of
the world and is a global problem. Each country has made
many efforts 0 reduce development inequality, especially
developing countries. They are grouping the development
inequality between regions to be used for future development
decisions. However, the group often does not provide a
complete representation. Many techniques are commonly used
to classify development inequalities, such as the Williamson
Index, Klassen typology, and shift-share analysis. But all three
of them are not sufficiently able to visualize the proximity of
inequality within and between regions. On the other hand, the
development of computational science, such as data mining,
can be used for data grouping tasks. This research intends to
provide another alternative to grouping development
inequalities using clustering tasks. The hierarchical
agglomerative clustering (HAC) approach was used to group
the GRDP data for 41 regions in the western part of Java
Island, In@sia. The 41 regions are spread out over three
provinces: West Java, the Special Capital Region of Jakarta,
and Banten. In this research, we use HAC techniques, namely
single, average, complete, and ward linkage. The results
showed that the single and average linkage techniques
performed better than the other two. Single and average
linkage performance can be seen from the silhouette coefficient
of each cluster member, which is closer to +1. The cluster
results can also show where each region stands in terms of
development inequality. We divided cluster results into three
groups to Facilitate knowledge representation. Based on the
average linkage technique, we have 35 regions that are
members of the C1 cluster group; 3 regions are members of the
C2 cluster group; and the other 3 regions are C3.

Index Terms— development inequality, regional economy,
hierarchical agglomerative clustering, data mining, knowledge
representation
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nequality of development is a global problem that is
not only faced by Indonesia but also by other
countries in various parts of the world. Inequality
occurs because of the inequality of the development process
in an area. It starts from the province and Regency to the
lowest administrative area level. Various efforts continue to
be made to reduce the inequality that occurs. The search for
techniques, formulations, and policies related to the
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direction of development priorities in the future continues to
be pursued. In Indonesia, development inequality till
relatively high in various provinces, especially in the
western part of Java Island. To reduce the inequality level
that occurs, one of the efforts that can be done is the early
identification of inequality itself so that policymakers can
make appropriate development decisions, for example, with
a data mining approach.

Data mining has been widely used in various fields.
Several data mining applications include analyzing the risk
of ship collisions in marine traffic [1], characterizing forms
of corporate communication based on social media [2], and
even finding patterns of relationship between a feature and
certain conditions (such as the relationship between reading
activity and abstraction) through the amount of text and time
spent reading [3]. Specifically, data mining has several
tasks, including forecasting, classification, and clustering.
Forecasting is intended to project future events. Several
forecasting applications include predicting the demand for
spare parts for inventory management needs [4] and the
academic grades of college students [5]. Classification aims
to group data into clear classes. Classification is widely used
for various needs, such as classifying types of heant disease
based on ECG time series data [6], classifying X-ray images
to identify whether there are lesions so that additional
diagnostic results are obtained [7], classifying types of
diabetes mellitus [8], and classifying incidents in the
software service distribution process [9]. In contrast to
classification, clustering is intended to classify data into
groups that do not yet have a clear label.

There are lots of clustering task implementations in data
mining. Some of them are to solve the problem of grouping
digital images for various needs. [10], [11], [12], [13], [14],
post-earthquake road restoration investigations [15], [16],
long-term wind speed estimates. [17], [18], modeling of the
troposphere's refractive profile [19], grouping social media
user behavior [20], grouping hashtags based on properties
owned [21], product grouping at grocery stores [22],
grouping customer behavior for marketing strategy and
customer relationship maintenance [23], heart rate
variability clustering [24], damage breakdown and bridge
structural degradation for prediction of bridge status [25],
high-dimensional data stream clustering [26], industry-
standardized service modules [27], short text clustering
based on semantic vectors [28], and information extraction
from documents [29].

This study focuses on clustering tasks. Given the wide
range of applications that clustering can solve, it is possible
that the grouping of regional development inequalities can
be resolved as well. In this case, inequality is grouped by
extracting patterns from development data so as to form
groups of development inequality between regions.
Policymakers can use the clustering results to determine
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which areas have development inequality and which have
the same inequality.

The discussion of development inequality in regional
economics is nothing new. Various methods are used to
classify development inequalities based on a region's gross
regional domestic income (GRDP). For example, using
Klassen typology, Williamson Index and shift-share analysis
[30], [31], [32], [33]. However, the three previously
mentioned techniques have their drawbacks. First, the
grouping of development inequalities is done by looking at
the growth rate value and the contribution of development
based on the regional GRDP value. The growth rate and
development contribution depend on the value of the GRDP
of the administrative region above it. Growth rates and
development contributions are generally only based on two
years of data (the current year and the previous year). In
fact, the GRDP used to calculate the growth rate and
development contribution is a time series of data that can be
analyzed as a whole without being limited by the number of
years of data. Second, the interpretation of the grouping
results with the three approaches is incomplete. A
combination of grouping results between techniques is
needed to get an in-depth interpretation. Therefore, another
approach 1s needed so that the identification of development
imbalances can be carried out without having to depend on
the GRDP value of other administrative regions directly and
provide complete information in one execution..

II. RELATED WORKS

Research on the classification of development inequalities
using data mining is not a new thing. According to the
findings of the literature review, there have been many
articles related to data mining for grouping regional
development inequalities, such as the use of fuzzy cluster
means (FCM) and hierarchical clusters to classify regional
development inequality in Ukraine. The indicators used are
economic  activities such as  industry, agriculture,
construction services, and public services [34]. Another
method 1s to use the k-means algorithm and partition around
medoid (PAM) to classify development inequality in
Bangladesh [35], Uttar Pradesh [36], Portugal [37], Croatia
[38], European Union countries [39], West and East
Germany [40], the Czech Republic [41], Ukraine [42],
Pakistan [43], and even Indonesia [44]. This research
indicates that the concept of data mining can be widely used,
even to solve the problem of development inequality. The
cluster technique is widely used to group development
inequality data because it can learn from the dataset
provided without having to have a cluster label first. The
clustering technique studies the patterns and characteristics
of the data and then groups them based on their similarity
and dissimilarity.

MI. DEVELOPMENT INEQUALITY

Inequality of development is the difference between the
development achievements of a region and those of other
regions as seen from the level of the economy and welfare
[45]. Differences in conditions between regions are also the
cause of development inequality. In general, there are two
perspectives  on  development inequality. The first

perspective views inequality as a change from one region to
another regarding geographic size (vertically). At the same
time, the second perspective looks at the level of social life
in the community, the economy, and the conditions in an
area. The second perspective is more widely used in the
field to measure the existence of development inequality.

In general, regional iu@llily can be grouped using
various approaches such as the Klassen typology, shift-share
analysis, and the Williamson index. Inequality in
development follows its own pattern and differs depending
on the approach used. The Klassen technique classifies
regional development inequality into four quadrants. The
first quadrant is an area that has a tendency to progress and
grow rapidly. The second quadrant represents a regional
pattern with rapid development. The third quadrant is an
advanced but depressed area, while the fourth gquadrant
shows a pattern of relatively underdeveloped arcas [46].
Shift-share divides the region based on three components,
namely, regional share, proportional shift, and differential
shift [47]. The pattern of inequality based on the Williamson
Index divides regions into four groups. The first group is the
region with very high inequality, with the Williamson Index
(IW) value > 1, and the second is the region with high
inequality, with the IW wvalue between 0.7 and 1.
Meanwhile, the moderate inequality region group has an IW
value between 04 and 0.69, and the region with low
inequality has a range of IW values below 0.39 [48].

IV. HIERARCHICAL AGGLOMERATIVE CLUSTERING

Hierarchical agglomerative clustering (HAC) is one of the
unsupervised approaches in machine learning. This
technique groups data by combining two single clusters
based on their similarity. A single cluster itself 1s a single
data object fl'()misliug datasets. Unlike other cluster
techniques, HAC does not require determining the number
of specific clusters in the clustering process. However, the
resulting cluster output can be divided into several large
cluster groups to facilitate interpretation. The stages of
grouping data using HAC are as follows:

1. Prepare the dataset
2. Calculate the distance matrix, for example,
Euclidean Distance as in equation (1).

deu:{x'.\')=(z{-ff_!'i):) (1)

i=1
3. Merge two single clusters that have something in
common. Combining two single clusters can be done
with several techniques, such as single, average,
complete, and ward linkage. The following are the
respective HAC technical equations:
¢ Single linkage — Equation (2):

using

bl

f = min(d(x,¥)) (2)
¢ Complete linkage — Equation (3):

f= max(d(x,y]) (3)
¢ Average linkage — Equation (4):

f = average(d(x,y)) @)

¢ Ward linkage — Equation (5):
f = ESS(xy) — [ESS(Y) + ESS(¥]] (5)

ESS is Error Sum Square obtained from equation (6).
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Nx Nx

1
ESS(X) — Z X —EZ IJ'
=2 J=a
4. Update the distance matrix
5. Repeat steps 2 and 3 until the remaining number of
(FAlusters is 1.

6. Visualize the cluster in the form of a dendrogram.

(6)

V. RESEARCH METHODS AND DATA

A. Research Method

This study uses the stages of the concept of data mining
to solve problems. The clustering method used is
hierarchical agglomerative clustering (HAC). The research
begins with identifying problems, especially those related to
the grouping evel()pment inequalities. After the problem
is identified, the next step is to understand and prepare the
research data needs, including determining the data's
variables. In the third stage, the research carries out the
mining process. In the mining process, the cluster model is
built with HAC. Four HAC techniques are used, namely
single, complete, average, and ward linkage. After the
cluster model is built, it is evaluated by looking at the
silhouette coefficients to check whether the data points have
been properly clustered. At this stage, the results of the
fourth cluster of HAC techniques are compared based on the
silhouette coefficient. The HAC cluster technique with the
most appropriate grouping accuracy was used for the
interpretation stage. The last stage is the interpretation of the
results of the grouping that was camried out.

B. Data

The research data used is the gross regional domestic
mncome (GRDP)EZH regencies and municipalities in the
western part of Java Island (i.e., Banten, Jakarta Capital
Special Region, and West Java Provinces). "I& data used is
GRDP data for the period 2010-2021. The data was
obtained from the Central Statistics Agency of Indonesia.
Data collection is done by downloading directly from the
website of the central government statistics agency, both at
the provincial and regional/municipal levels. In addition,
provincial or regency data books in figures are also used as
references in this study. This is done to clarify the data
obtained from the official website of the Central Statistics
Agency if there is a discrepancy.

C. Analysis Tools

Visual programming applications are used in this
research, one of which is Orange Data Mining (ODM). To
be able to group data using ODM, the first step is to build a
workflow by adding several analysis components needed in
the work area. ODM can handle various types of datasets,
such as *.csv, *xlsx, and *.txt. The data was converted into
a *.csv file before use. In ODM, components such as file,
data table, distance, and hierarchy cluster are used to group
the DPRB data for 41 regions on West Java Island.

VL

The presentation of research results follows the stages of
data mining. In general, the data mining stage consists of
four stages. Three stages are presented in the research

RESULTS

results sub-chapter. While one stage in the form of
interpretation is presented in the discussion chapter.

A. Data Mining Problem Statement

Identification of problems in the concept of data mining is
the first step that must be done. At this stage, it produces
information related to the many development inequalities in
various parts of Indonesia, especially in the western part of
Java Island. Inequality does not only occur between
provinces but also between provinces. Even between regions
of different provinces. The occurrence of development
inequality often makes it difficult for policymakers to
determine which areas should be prioritized and which
proportion of priorities should be reduced. Inequality in
development between regions is also often not well
identified. So that if it is not handled seriously, it can affect
the development policy-making process in the future. A
comprehensive approach is needed to be able to categorize
development inequalities as a whole and to see indications
of the proximity of inequalitics between one region and
another. One approach that can accommodate this problem
is to perform data mining using hierarchical agglomerative
clustering techniques.

B. Data Understanding and Premnimr

The data understanding stage in this study was conducted
to determine the needs and the data collection process based
on the results of problem identification at the problem
statement stage. In the case of grouping development
inequality, many variables can be used. However, in various
works of literature, it i1s stated that GRDP data is the most
used. Therefore, the data collected at this stage is GRDP
data for constant prices from three provinces in West Java
Island: Banten, DKI Jakarta, and West Java Provinces.
Table 1 shows some GRDP data for several regions used in
this study.

TABLE 1.
SOME OF THE GRDP DATA FOR SEVERAL REGIONS USED IN RESEARCH

By Name 2010 2011 2015
Lebak Regency 12572538 13,325,629 16,733 238
;a"deg'a“f“ 12279542 12,984,403 15.974.129

egency
Serang Regency 33,841 000 35905370 44 454 580
IIERECENE 18.540.110 62,022,491 78,003 560
Regency
Cilegon City 44676529 47633318 59.982 732
Serang City 12549572 13.595.691 17.808 478
Tangerang City 66921 378 71,864,142 90,807 569
z‘i’;‘h flEnECring 30525315 33214823 45,485 614
ge"” lauan Seribu 3584570 3,737,994 3.807.773
egency
City of West .
Jakarta 182,020 885 205.951,118 323,883 D65
i“—'f' of Central 258419705 276.997.678 355,002 532
City of South a4l 2 4 - -
T 241225134 258,049,207 329,155 038

Data processing and data transformation are performed
during the data preparation phase. At the stage of data
processing, data integration and reduction are carried out. In
order to facilitate the subsequent phase of work, 41 GRDP
data files are merged into a single file via data integration.
Due to the incompleteness of the collected data, the
reduction stage is performed to reduce the research data by
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year. There will be a decrease in Pandeglang Regency data.
For example, GRDP data for Cianjur Regency includes
information from 2008 to 2021. However, because most
regions and municipalities lacked GRDP data from 2008, it
was decided to use GRDP data from 2010 to 2021. Other
areas necessitate a choice.

This study's data transformation takes the form of an
outlier analysis-based smoothing procedure. The goal is to
ascertain whether the datasets possess an abnormal data
distribution. Scatter plot visualization and outlier analysis
are used to determine that one data point has an abnormal
distribution compared to the rest. The data point in question
pertains to the city of Bandung. When data from 2010 and
2021 are compared, this anomaly becomes evident. Only
Bandung City exhibits an abnormal distribution when
comparing the data from these two years.

Even though it is common to get rid of outlier data, we
leave it as is and check the main data source again. Repeated
outlier data raises suspicions after nine comparisons of the
data distnibution graph. After examining the integrated and
the original data source, it was determined that human error
was present, specifically during data entry. The data were
then modified using repeated outlier analysis. After repairs,
the utilized datasets contained no anomalous data. Figure |
illustrates the adjusted data distribution and the correlation
between variables by year for each data point. The result of
the data transformation is in the form of data ready to be
used in the next stage, namely the data mining process. Data
mining is carried out to extract hidden patterns to obtain

knowledge for future development decision-making
processes.
.
.
.
8 - ®
g = .
3 00 -
. 50 (L]
== o e
:: «0"‘.

Fi

g. 1: Graph of Correlation of GRDP Data in 2012 and 2021

A. Data Mining Process and Model Evaluation

The goal of the data mining process is to uncover patterns
in the GRDP data that belong to the 41 regions of West Java
Island.This study used the hierarchical agglomerative
clustering (HAC) technique to group GRDP data. Four
techniques were used, and then the results were compared
based on the evaluation of the cluster results according to
the Silhouette coefficient. The four techniques are single,
complete, average, and ward linkage. The data mining
process is carried out on the GRDP data for the forty-first
regions in West Java Island.

The clustering process is camried out using Orange Data
Mining software. Euclidean distance is used as a distance
calculation parameter for each HAC technique. Data
nomalization is also carried out to avoid the attribute value
ranges being too far from one another. No pruning was
carried out for each HAC technique to maintain the
visualization of the dendrogram as a whole and to show the

cluster shape of the entire area that was the research object.
In addition, the dendrogram output is divided into three
large cluster groups for each technique to make the
interpretation process easier.

The cluster output using the single linkage technique
grouped 41 areas in the western part of Java Island into three
large cluster groups in the form of a dendrogram. The
dendrogram shows that most areas are in the C2 cluster
group, while the rest are members of the C1 and C3 cluster
groups. Figure 2 shows the dendrogram for a single linkage.
The C2 cluster group is mainly filled with areas from two
provinces: West Java and B;mtml\'leeuw.'hile, the C2 cluster
group is dominated by areas in the Special Capital Region of
Jakarta. ThefEES cluster group contains members from the
Province of West Java and the Special Capital Region of
Jakarta. Overall, three regions are members of the C1 cluster
group; as many as 35 regions are members of the C2 cluster
group; and three regions are in C3.

The next analysis HAC is average linkage. The cluster
results with this technique show that the Provinces of West
Java and Banten regions dominate the C1 cluster group.
Three regions in the Special Capital Region of Jakarta are
members of the C2 cluster group. At the same time, the rest
are members of the C3 cluster group, along with one area
from West Java Province, Bekasi Regency. There are 35
regions clustered mto C1, three regions into C2, and three
regions into C3. The cluster results between the single
technique and the average linkage are the same. The
difference is the change in the cluster group label. Suppose,
in a single linkage, three regions of the Special Capital
Region of Jakarta, such as West Jakarta City, Central Jakarta
City, and South Jakarta City, are members of the C1 cluster
group. In that case, all three are still in the same cluster
group, but with the C2 label. The same holds true for group
C2 on a single link to group Cl on an average link.
Meanwhile, the C3 cluster group remains in its original
position. Figure 3 shows a cluster dendrogram using the
average linkage technique.

The complete linkage technique shows different results.
Although divided into three large cluster groups, there were
significant changes in cluster members, especially in the C2
and C3 cluster groups. In general, the Cl cluster group is
dominated by areas from the provinces of West Java and
Banten. The C2 cluster group consists of three regions, with
the dominant of the Special Capital Region of Jakarta
Province, namely West Jakarta City, Central Jakarta City,
and South Jakarta City. The total number of regions
clustered into C1 is 32 regions.

The C3 cluster group is made up of six regions: Bandung
City, Bogor Regency, Karawang Regency, Bekasi Regency,
East Jakarta City, and North Jakarta City For the other three
regions, such as West Jakarta City, Central Jakarta City, and
South Jakarta City, there was no change in cluster position,
either with single, average. or complete linkage. Figure 4
shows a dendrogram with a complete linkage technique.

Changes in the positions of cluster members also have a
big effect on the results of clusters that use the ward linkage
method. Almost all of the areas in the Province of the
Special Capital City Region of Jakarta were put into one
cluster group, called C1, based on the cluster with ward
linkage results. But C1 also has the Bekasi Regency. which
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is part of the province of West Java. The West Java
Province areas of Bandung City, Bogor Regency, and
Karawang Regency make up most of the C3 cluster group.
The C3 cluster group comprises 32 regions dominated by
West Java and Banten Provinces. Figure 5 shows a
dendrogram of cluster results with ward linkage.

14 12 1 18] 0.6 0.4 0.z [
1

= City of West Jakarta

] ovorcews o
City of South Jakarta
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Fig. 2: Dendrogram of Single Linkage Cluster Results

After the data mining process is done, the cluster model is
evaluated to see how well it works. We evaluate cluster by
calculating the Silhouette coefficient for each clustering
technique. Silhouette coefficient can show the relevant
information according to the suitability of clustered data
objects in the right cluster. Evaluation with the Silhouette
coefficient is also intended to choose which HAC cluster
technique is more effective in the discussion section.

Using silhouette coefficients, the cluster evaluation of the
four HAC techniques shows that four cluster members are
not in the right cluster for single and average linkage. As for
complete linkage, eight cluster members are indicated not to
be in the right cluster. On the other hand, the ward linkage
shows that seven cluster members are in the wrong cluster.
In Table 2, you can see a summary of what was found when
the HAC cluster model was evaluated. The discrepancy
between cluster members who are in a specific cluster group
is seen from the silhouette coefficient. In this study, a
silhouette coefficient of at least 0.60 is needed for a value to
be seen as a member of a cluster. Below the range of 0.60,
we think that the members of the cluster are not grouped
together correctly. The range of this coefficient is set more
by how tight it needs to be to figure out if an object belongs
to a certain cluster or not. In the calculation of the silhouette
coefficient, it can also be seen that several cluster members
have a silhouette coefficient below 0 and a negative value.

Based on how well the cluster model worked, this study
chose either single linkage or average linkage, which had
the fewest number of clusters that didn't match up.
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Fig. 3: Dendrogram of Average Linkage Cluster Results
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Fig. 4: Dendrogram of Complete Linkage Cluster Results
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TABLE 2.
SUMMARY OF EVALUATION OF THE HAC CLUSTER MODEL

HAC Group Number Number of Incompatible
method Cluster of Incompatible  Cluster Member
Cluster Cluster
Members
Single Cl1 3 0 -
Linkage
Cc2 35 3 Bandung City.
Karawang City
and Bogor
Regency
C3 3 1 City of North
Jakarta
Total 41 4
Average C1 35 3 Bogor Regency.
Linkage Karawang
Regency and
Bandung City
c2 3 1] -
C3 3 1 City of North
Jakarta
Total 41 4
Complete C1 32 2 Tangerang
Linkage Regency and
Tangerang City
2 3 1] -
c3 6 6 City of East
Jakarta, City of
North Jakarta,
Bekasi
Regency . Bogor
Regency.
Karawang
Regency . and
Bandung City
Total 41 8
Ward C1 6 3 City of East
Linkage Jakarta, City of
North Jakarta,
and Bekasi
Regency

c2 3 0

C3 32 4 Tangerang
Regency.
Cilegon City.
Tangerang City,
and Bandung
Regency

Total 41 7

VII. DISCUSSION

Another essential data mining stage is representing the
knowledge or insight obtained. As stated in the previous
sub-chapter, this discussion focuses on cluster results using
the average linkage technique. The GRDP data from 2010 to
2021 are known to be grouped into three large cluster
groups based on information from data mining results using
the cluster technique, particularly the average linkage
technique. The first cluster p is Cl containing cluster
members in the form of Lebak Regency, Pandeglang
Regency, Serang Regency, Tangerang Regency, Cilegon
City, Serang City, Tagcramg City, South Tangerang City,
Thousand Islands Regency, Bandung Regency, West
Bandung Regency, Bogor Regency, Regency Ciamis,
Cianjur Regency, Cirebon Regency, Garut Regency,
Indramayu Regency, Karawang Regency, Kuningan
Regency, Majalengka Regency, Pangandaran Regency,
Purwakarta Regency, Subang Regency, Sukabumi Regency,
Sumedang Regency, Tasikmalaya Regency, Bandung City,
Banjar City, Bekasi City, Bogor City, Cimahi City, Cirebon
City, Depc)kCimukabumi City, and Tasikmalaya City.

The cities of West Jakarta City, Central Jakarta City, and
South Jakarta City are part of the second cluster group,
called C2. The last group, C3, is made up of cluster
members from East Jakarta City, North Jakarta City, and
Bekasi Regency. Table 3 shows information about cluster
groups and cluster members as well as the average value of
the GRDP for 2010-2021. Table 3 also shows that all
members grouped into the C1 cluster group are regions with
an average GRDP between 2,708,393 and 164,994,518.76.
To find out the relationship between cluster results and the
average GRDP of each region, Figure 6 is then trimmed by
taking a particular visualization of the C1 cluster group. The
trimmed results make it easier to look at and figure out what
the cluster results mean (see Figure 6).

Pangandaran Regency and Sukabumi City also have a
relatively close average GRDP. Therefore, these two areas
were then grouped into a new small cluster group (GKK-2).
With the mechanism for calculating the average distance
after being compared to other regions, the distance from the
GKK-1 cluster group turned out to have a more significant
closeness than other cluster groups. Thus, GKK-1 and
DKK-2 were then grouped into a new group (GKK-3). Pay
attention to the illustration in Figure 6, which is marked with
a blue box with a dotted line.

The grouping mechanism for other regions is the same as
the results of GKK-1 and GKK-2, which are grouped into a
new cluster group (GKK-n) until finally forming a large
hierarchical cluster group. In this study, the cluster
technique can also be seen to group regions regardless of
their province of origin. Like the case of the Thousand
Islands Regency and the City of Banjar, each of which is an
area of the Jakarta Capital Special Region and West Java,
according to the GRDP value, they have identical
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development achievements close to each other. Therefore,
they were grouped into new groups. The Thousand Islands
Regency is not grouped with other areas in the Jakarta
Capital Special Region because it has a GRDP value that is
significantly higher compared to other areas of the Jakarta
Capital Special Region.
TABLE 3.
AVERAGE LINKAGE CLUSTER RESULTS

City of East

39 Ia_kana 256,360 519.65 20971272744
3 City of North i
40 Jakarta 275,148 956.75 256 360.519.65
Bekasi T
41 Regency 209712727 .44

N Group c N Average GBDP
0. Cluster ounty Name (GRDP) Average
Interval
1 Lebak Regency 7.169447.71
Pandeglang
2 Regency 16442 524 .37
Serang
3 Regency 45,404 847.42
Tangerang
4 Regency 76,528 060.70
3 Cilegon City 61,695 814.94
0 Serang City 18.354.166.54
7 Tangerang City 91,505 051.81
South
8 Tangerang City 47,139 81085
Kepulauan
Seribu
9 Regency 38188142
Bandung
10 Regency 60885 467.07
West Bandung
11 Regency 26,080 560.16
12 Bogor Regency 128,181 829.97
Ciamis
13 Regency 18,359 503.14
Cianjur
14 Regency 260418.165.00
Cirebon
15 Regency 28,330 260.83
16 Garut Regency 32981 001.58
Indramayu 5708.393.00 -
17 Cl1 Regency 52,662379.11 164.994.518 67
Karawang
18 Regency 136,011 496.88
Kuningan
19 Regency 12,443 74083
Majalengka
20 Regency 18,496 330.27
Pangandaran
21 Regency 5.649737.31
Purwakarta
22 Regency 38,608 264.86
Subang
23 Regency 23.382450.23
Sukabumi
24 Regency 38.550.736.41
Sumedang
25 Regency 20,383 481.59
Tasikmalaya
26 Regency 20,532 809 .46
27 Bandung City 154,994 518.67
28 Banjar City 2,708 393.00
29 Bekasi City 56,963 930.56
30 Bogor City 26,276 842.35
31 Cimahi City 18,538 389.09
32 Cirebon City 14,374 489.27
33 Depok City 38,970 589.60
34 Sukabumi City 7.191.757.69
Tasikmalaya
35 City 12,801.,134.21
City of West
36 Ja_kma 342,603 546.59 366,504,421 60
o City of Central i
37 Ja_kxma 366,504 421.69 342.603.546.50
City of South
38 Jakarta 340,947 943.77
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Fig. 6: Average Linkage Cluster Results for Group Cl1.

The same thing is also seen in Cilegon City and Bekasi
City. Two regions from two different provinces are grouped
into one new cluster group. Serang City, Ciamis Regency,
and Cimahi City are all grouped into the same cluster group.
The results of the grouping can be used by policymakers or
regional leaders to assess the regional development
accomplishments that they leadIn addition, it can also be
used as input regarding the focus of future development
policies. The cluster results in this study also show that
group Cl1 is a collection of areas with the lowest average
GRDP value among the three other cluster groups.
Meanwhile, group C2 consists of areas with the highest
average GRDP value, and group C3 consists of areas with
an average GRDP value in the middle (between C1 and C2).

Using the HAC technique, the results of the cluster can be
used to sort development gaps between provinces based on
the value of the GRDP. It can, however, also group
development differences by province so that policymakers
can see where inequality is not only between provinces but
also within provinces. Figure 7 shows the results of regional
grouping for one province, Banten Province.

Figure 7 shows that Banten Province has three big groups
of clusters: C1, C2, and C3. Each cluster group represents
the results of regional grouping based on the average value
of the GRDP, as shown in Table 3. The results of the
regional grouping in Banten Province show that Lebak
Regency and Pandeglang Regency are clustered into a new
cluster group (GKB-1). Notice the blue dotted box in Figure
7. The results from GKB-1 have clustered again with Serang
City (GKB-2). If we look at the average GRDP of the three
regions, it can be seen that all three have development
achievements that are close to each other in value. Even
though the data show otherwise, Lebak Regency has the
smallest average GRDP value compared to Pandeglang
Regency and Serang City. However, these two areas are
closer to Lebak Regency, so they are clustered into the same
cluster group. The same is true for other regions. The cluster
results represent the GRDP values that are close to each
other. In the context of this cluster visualization, the
policymakers can see the position of each region under their
leadership. Specifically, the grouping of development
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inequalities that occur between regions.
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Fig.7: Aggregated Linkage Cluster Results for Banten Provinee

In addition to Banten Province, this study also visualizes
cluster results for two other provinces, namely West Java
and the Jakarta Capital Special Region. The aim is to see the
position of each region when grouped within a province.
Like Banten Province, West Java Province's cluster outputs
are grouped into three large cluster groups, namely C1, C2,
and C3. Each cluster group represents an area based on the
proximity of its average GRDP. Like Bogor Regency and
Karawang Regency, both are clustered into a tiny cluster
group because they have adjacent average GRDP values.
Bogor Regency has an average GRDP of 159 582 650, while
Karawang Regency has 166,941,492 2. These two areas are
then grouped with the area that has a higher average than the
two, namely the City of Bandung. Finally, after regrouping
with Bekasi Regency, which has the highest average GRDP
of the three, cluster group Cl was formed. The cluster
members of each group are shown in Figure 8.
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Fig. 8: Average Linkage Cluster Results for West Java Province

Among the other regions, cluster group C1 has the highest
average GRDP. Group C2 is a collection of regions with the
lowest average GRDP among the other groups. Meanwhile,
the C3 cluster group is a collection of regions with an
average GRDP value in the middle. With the results of this
cluster, it can be seen that as many as 59.25% of the area in
West Java Province is still in the low development
achievement group, which results in inequality with other
cluster groups. Only 14.8% have very high GRDP scores,

namely Bandung City, Bekasi Regency, Karawang Regency,
and Bogor Regency. From the facts on the ground, it is very
natural that these four regions have an average GRDP value
that is very different from other regions. These four regions
have very supportive economic activities, supported by the
presence of industry in their areas.

For areas in the Jakarta Capital Special Region Province,
this study also groups them into three large cluster groups.
The cluster group C1 consists of the Kepulauan Seribu
Regency and C2, with members from East Jakarta City and
North Jakarta City. As for the C3 cluster group, West
Jakarta City, Central Jakarta City, and South Jakarta City are
filled. Figure 9 shows that there is a large gap in the Jakarta
Capital Special Region. The Kepulauan Seribu Regency is
in a separate cluster group (C1) by itsell since no other area
is close to the GRDP value, which is a measure of how well
development is going. Geographically, the Thousand Islands
Regency is separated from the other five regions. Even if the
GRDP data is checked, it is unequal compared to other cities
in DKI Jakarta. The average GRDP of the Kepulauan Seribu
Regency in 2010-2021 was only 3,781,881 ,423.
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Fig. 9: Average Linkage Cluster Results for DKI Jakarta Province.

The results of this study's grouping of inequality in the
Jakarta Capital Special Region Province, especially in the
Kepulauan Seribu Regency, are in line with research [45]
done in 2007 that showed that the Kepulauan Seribu
Regency has problems with development. The development
process that occurs is still not sustainable. This is seen from
an ecological-economic point of view, which shows an
imbalance in terms of trading activities involving fish
catches. The people of Kepulauan Senbu still depend on
fishing for their economy. In years, rescarch
conducted by [49] in 2014 said that development inequality
still occurs in the Kepulauan Seribu Regency. His research
report stated that development inequality in the Jakarta
Capital Special Region, especially in the archipelagic
region, continued to increase for the past five years starting
in 2014, Several factors cause significant inequality,
including geographical conditions, government policies,
weak regional spatial planning, human resources, and the
economy.

sCVCEn

VIII. CONCLUSION

The research has grouped forty-one West Java Island
areas into three large cluster groups. The forty-one areas are
part of three provinces: West Java, Jakarta's Special Capital
Region, and Banten. The results of the grouping indicate
that there is an imbalance in development between areas that
are close to each other. A comparison of cluster output to
actual GRDP data also shows that the GRDP value of a
region does not significantly affect the cluster group formed.
The size of the distance between data points has a

Volume 53, Issue 2: June 2023




IAENG International Journal of Applied Mathematics, 53:2, ILJAM 53 2 23

significant impact on the formation of the cluster group.
This study also shows that clustering tasks in data mining
can overcome the limitations of tipologi Klassen, Index
Williamson (IW), and Shift Share (SS) analysis. Clustering
techniques can solve data time series, allowing them to fully
analyze GRDP, whereas Klassen, IW ,and SS cannot.

The cluster results can reveal the links of inequality
between regions, both intra- and inter-provincial. Klassen,
IW, and SS simply group the inequality without drawing
attention to the connections. The cluster results can also
show the position of inequality between one region and
another, so that they can be used as material for evaluation
and regional repositioning by policymakers in preparing
future development plans.
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