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Abstract—Academic consultation activities between students
and academic advisory lecturers very necessary to help students
in carrying out activities lectures. Based on the transcripts of
grades that have been obtained, many students do not choose the
field that suits them their academic ability so that there is a lot
of nonlinearity between the value of the field course and the field
of the final project. The purpose of this research is to minimize
aspects of student subjectivity to lecturers regarding the
selection of areas of field for students' final assignments, as well
as minimize the nonlinearity between the grades of the courses
that have been taken students with the field of the final project
to be taken. As for the method used in this study is Data Mining
Classification using the Decision Tree method and the C4.5
Algorithm, with the attributes involved, namely courses, value
of field courses and areas of field. Decision Algorithm Tree C4.5,
which is an algorithm to change the shape of the data (table) into
a tree model then change the tree model into a rule. Algorithm
application Decision Tree C4.5 on the decision making system in
the field of field is successful run by producing a fairly good level
of accuracy from the calculation results total data. The data
used in this study is sampling data from several final year
students in the Ubhara Jaya Informatics study program. Field
decision-making system field as a result of research that has
been done can be used as a recommendations for both the
Informatics Study Program, Faculty of Computer Science UBJ
and for final year students to direct the field of research in the
final project.

Keywords—decision  tree  algorithms, student final
assignments, field courses, decision-making systems

I. INTRODUCTION

The learning process in lectures requires a curriculum that
supports a course in each semester. The curriculum is a set of
plans and arrangements regarding the objectives, content, and
learning materials as well as the methods used as guidelines
for the implementation of learning activities to achieve
national education goals. The Operational Curriculum created
by the study program aims to determine the distribution and
prerequisites of courses in each semester. With the
Operational Curriculum, each student can find out what
courses will be taken in a certain semester along with the
prerequisite courses that must be met with certain grade
requirements [1]. If there are students who want to take
courses that have certain course prerequisites, then the
prerequisite courses must be fulfilled in the previous semester
and have met certain score requirements [2].
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Sampling data used in this study is the data of final year
students in the Informatics study program, Bhayangkara
Jakarta Raya University (UBJ). There are three types of field
that serve as a reference for completing the final project
(thesis). In fact, in the selection of fields offered by the Study
Program, many students do not choose fields that are in
accordance with their academic abilities so that students
experience difficulties in learning until the thesis writing
process is in accordance with the chosen field. Field should be
able to facilitate students in completing their studies, because
field aims to enable students to focus on learning the specific
concentration of field [3]. In order to help solve problems
encountered related to academic consulting activities, a
system was created that can provide analysis of
recommendations for student interest using the data mining
classification method using the Decision Tree C4.5 algorithm.
The source of the research data used is the final grade 2016 -
2018 student grade data obtained from the UBJ Informatics
Study Program which was taken by sampling with a weight of
three batches with 10 student data in each batch. The data to
be processed in this research is taken from several grades of
semester 4 - 7 courses and classified based on the field of field.

Il. RELATED STUDY

A. State of the Art

The decision-making system is one approach that is often
used to analyze a problem in various conditions and has been
used in various sectors of life [4]. Many researchers and
practitioners have published research results related to
decision-making systems. Several studies regarding the
application of the C4.5 Algorithm for determining student
majors resulted in the Decision Tree C4.5 Algorithm test
results being more accurate than Naive Bayes with an
accuracy rate of 93.31% for student majors and 82.64%
accuracy for major recommendations [5]. In line with the
research predicting student performance using the C4.5 and
ID3 classification algorithms. Based on student performance
from the beginning of learning, this study can estimate student
performance at the time of the exam [3]. Further research on
determining customer satisfaction with Java internet providers
uses the C4.5 algorithm which is used to calculate the level of
customer satisfaction with rental fees, internet access and
facilities and services which results in the calculation of the
highest gain value of 0.970951[6]. Similar research was also
conducted to analyze field recommendations using the
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Decision Tree method with the C4.5 algorithm which
compares the accuracy value of the proportion of the same
number of classes with the proportion of different classes
showing that the proportion of the number of classes can affect
the accuracy of the resulting model tree [1]. Then other
research is regarding the classification of Indonesian Youtube
Channels Using the C4.5 Algorithm with test results using
Cross-Validation obtained an accuracy value of 92.73% with
a class precision of Very Good 80.77% and class precision
Good 96.43%, and class recall Very Good 87.50% and class
Good recall 94.19% [7]. Another related research is news
classification using the C4.5 algorithm which produces the
highest accuracy value of 84% [8]. The C4.5 algorithm has
also been used to classify English emotional in a research that
has been done.[9]

B. Decision Tree

Among several methods that can be used for classification
is the decision tree method or Decision Tree. The decision
tree method is a method that can turn very large facts into a
decision tree that represents the rules. Rules can be easily
understood in natural language. A decision tree is a structure
that can be used to divide large data sets into smaller record
sets by applying a set of decision rules. With each set of
divisors, the members of the result set become similar to one
another[10]. The data in the decision tree is usually expressed
in the form of a table with attributes and records. Attribute
states a parameter that is created as a criterion in the
formation of the tree. The process in the decision tree is to
change the shape of the data (table) into a tree model, change
the tree model into a rule, and simplify the rule. There are
many algorithms that can be used in the formation of a
decision tree, including ID3, CART, and C4.5. The C4.5
algorithm is the development of the ID algorithm [3][11].

C. C4.5 Algorithm

The C4.5 algorithm is the algorithm used to generate a
decision tree. The basic idea of this algorithm is making a
decision tree based on the selection of the attribute that has the
highest priority or can be called the highest gain value based
on the entropy value of the attribute as the axis of the
classification attribute [12]. At this stage the C4.5 algorithm
has 2 working principles, namely: Making a decision tree, and
making rules (rule model). The rules formed from the decision
tree will form a condition in the form of "if then"[6].

There are several advantages of the C4.5 classification
algorithm, including the results of the analysis in the form of
a decision tree that is easy to understand, requires less data, is
able to process nominal and continuous data, uses statistical
techniques so that it can be validated, computation time is
faster, and the resulting accuracy can match other
classification techniques [13].

I1l. RESEARCH METHOD

A. Implementation of C4.5 Algorithm

The process of applying the C4.5 algorithm to build a
decision tree includes: selecting the root attribute, creating a
branch for each value, dividing cases into branches, and
repeating the process for each branch until all cases in the
branch have the same class [14]. Calculation of attribute
values in the C4.5 algorithm with the following stages:

o Calculate the value of entropy,
o Calculate the gain ratio value for each attribute,

e The attribute with the highest gain is selected as the root
and the attribute with the lower gain ratio is used as a
branch.

e Calculate the value of the gain ratio of each attribute
except the root.

e The attribute that has the highest gain ratio is selected as a
branch.

o Repeat the previous step until the resulting gain = 0.

To calculate the entropy value can be calculated by equation

(1) [15] [16]

n

Entropy(S) = Z —P; « log, P, Q)

i=1

where S is the case set, n is the number of case partitions and
P; is the proportion of S to S. The information gain value can
be calculated using equation (2).

|5 ]

n
Gain(S, A) = Entropy(S) — z ﬁ * Entropy(S;) 2)
i=1

where S is the case set, A is the attribute, n is the number of
case partitions and |S; | is the number of cases on the i
partition and [S| the number of cases S. The equation to
calculate split info uses equation (3).

. VS S
Split Info(S,A) = _ZE *log, 5 (3)
i=1

i=
where S is the case set, A is the attribute, S; is the number of
samples for the attribute i. Equation (4) is used to calculate
the gain ratio.

Gain (S, A)

GainRatio(S,A) = m 4)

where S is case set, A is attribute, Gain(S,A) is gain info on
attribute A and Split Info (S,A) is split info on attribute A.

B. Data Penelitian

Data selection variables used in this study are the grades
of compulsory courses for semesters 4 — 7 of the class of 2016
— 2018 which are related to the field of field, with the
classification of the field of field which can be seen in table 1.

TABLE I. CLASSIFICATION OF STUDENTS' FIELD OF INTEREST
Field Courses
Field 4st 5st 6st st
Semester Semester Semester | Semester
Software Pemrograman | Pemrograman Pergér:g;zirzan Proyek
Development Web Mobile Framework Aplikasi
Keamanan
Network and Jaringan égﬁ%ﬁgr Komputer Sistem
Infrastructure Komputer 11 dan Sistem Forensik Terintegrasi
Informasi
. Statistika & Sistem . Deep
Data Science Probabilitas Cerdas Data Mining Learning

The data for student transcripts for the 2016 — 2018
academic year of UBJ Informatics Study Program along with
the areas of interest taken by students can be seen in the table



I1. The variables in table 11 are student data with codes STD 1-
30, code names of field courses including PW: Web
Programming, PM: Mobile Programming, PBF: Framework-
based Programming, PA: Application Projects, JK: Computer
Networks, KIK: Computer Network Security and Information
Systems, KF: Computer Forensics, ST: Integrated Systems,
SDP: Statistics and Probability, SC: Intelligent Systems, DM:

Data Mining, and DL: Deep Learning. The code for the field
of the student's final project is SD: Software Development, JI:
Network and Infrastructure, and DS: Data Science. In the
testing process, data transformation is carried out by
classifying value attributes into three variables based on the

value weights which can be seen in table IlI.

TABLE II. CLASSIFICATION OF STUDENTS' SCORE AND FIELD OF INTEREST
Transkip Student Grades Final
STD Project
PW PM PBF PA JK KIK | KF ST SDP SC DM DL Field

sTb1 | 333 | 3.00 | 3.00 | 3.00 | 367 | 3.33 | 3.00 | 267 | 400 | 3.00 | 3.00 | 3.00 SD
sTb2 | 3.67 | 3.00 | 3.00 | 400 | 3.67 | 333 | 367 | 3.67 | 3.67 | 3.33 | 3.00 | 3.33 SD
sTD3 | 0.00 | 267 | 267 | 400 | 3.70 | 233 | 333 | 0.00 | 3.00 | 3.67 | 3.33 | 3.67 DS
STD4 | 3.67 | 400 | 400 | 400 | 400 | 3.67 | 333 | 3.33 | 3.00 | 4.00 | 3.33 | 4.00 Jl
STD5 | 4.00 | 400 | 400 | 400 | 400 | 333 | 367 | 3.00 | 3.00 | 3.67 | 3.67 | 3.67 SD
sTD6 | 0.00 | 1.00 | 1.00 | 0.00 | 3.70 | 3.70 | 0.00 | 233 | 0.00 | 3.67 | 0.00 | 3.67 JI
sTD7 | 1.00 | 3.00 | 1.00 | 400 | 4.00 | 0.00 | 367 | 0.00 | 3.00 | 1.00 | 0.00 | 0.00 Ji
sTDs | 2.67 | 3.00 | 3.00 | 400 | 3.70 | 333 | 333 | 233 | 3.00 | 3.67 | 267 | 3.67 Ji
STb9 | 0.00 | 267 | 267 | 400 | 3.70 | 200 | 333 | 333 | 3.00 | 0.00 | 267 | 0.00 Ji
SsTD10 | 2.00 | 267 | 267 | 400 | 200 | 3.00 | 0.00 | 267 | 3.00 | 3.67 | 0.00 | 3.67 DS
S§Tb11 | 333 | 333 | 267 | 400 | 333 | 3.00 | 333 | 400 | 3.70 | 233 | 400 | 2.33 SD
sTb12 | 3.00 | 333 | 233 | 400 | 3.67 | 267 | 367 | 267 | 400 | 3.00 | 1.00 | 4.00 SD
STD13 | 2.67 | 267 | 400 | 400 | 3.33 | 3.00 | 400 | 3.00 | 3.70 | 3.67 | 233 | 3.67 Ji
STb14 | 267 | 333 | 400 | 400 | 333 | 3.00 | 400 | 3.00 | 3.00 | 3.33 | 3.33 | 4.00 SD
sTD15 | 3.67 | 333 | 400 | 400 | 200 | 3.00 | 367 | 3.67 | 3.70 | 3.33 | 200 | 3.33 SD
STD16 | 2.67 | 267 | 400 | 400 | 0.00 | 3.00 | 400 | 3.00 | 3.70 | 3.00 | 2.67 | 2.67 SD
sTD17 | 3.33 | 3.33 | 400 | 400 | 3.00 | 3.00 | 400 | 3.00 | 3.00 | 3.33 | 3.00 | 0.00 SD
sTD18 | 4.00 | 400 | 400 | 400 | 3.67 | 267 | 400 | 400 | 3.70 | 233 | 400 | 4.00 SD
STD19 | 333 | 333 | 400 | 3.33 | 400 | 3.00 | 400 | 333 | 3.00 | 3.33 | 3.33 | 4.00 DS
S§Tb20 | 333 | 333 | 3.67 | 400 | 400 | 333 | 400 | 333 | 400 | 3.67 | 3.33 | 3.67 Ji
sTb21 | 333 | 367 | 333 | 400 | 400 | 400 | 400 | 400 | 3.00 | 3.67 | 400 | 3.67 DS
sTb22 | 3.67 | 400 | 3.00 | 3.67 | 400 | 400 | 333 | 3.00 | 1.00 | 3.67 | 400 | 3.33 SD
S§Tb23 | 333 | 367 | 333 | 400 | 400 | 3.33 | 400 | 3.33 | 3.00 | 3.33 | 400 | 3.00 Ji
sTD24 | 3.33 | 400 | 400 | 400 | 400 | 400 | 400 | 400 | 3.67 | 400 | 400 | 2.67 DS
STD25 | 333 | 267 | 333 | 400 | 400 | 367 | 333 | 3.33 | 3.00 | 3.33 | 400 | 4.00 DS
sTD26 | 3.67 | 3.67 | 3.67 | 400 | 400 | 400 | 333 | 3.33 | 3.00 | 3.33 | 3.67 | 3.67 SD
sTD27 | 3.33 | 3.00 | 3.67 | 400 | 400 | 400 | 3.00 | 400 | 3.00 | 4.00 | 400 | 4.00 SD
sTb28 | 3.00 | 3.33 | 367 | 400 | 400 | 3.33 | 3.00 | 400 | 3.00 | 4.00 | 3.00 | 4.00 SD
sTD29 | 3.67 | 3.67 | 367 | 400 | 400 | 3.00 | 333 | 3.67 | 3.00 | 3.67 | 400 | 4.00 SD
SsTD30 | 3.33 | 3.67 | 367 | 400 | 400 | 333 | 333 | 267 | 3.00 | 267 | 3.67 | 3.33 SD

TABLE III. VALUE WEIGHT CATEGORY




Value weight Category
3.50-4.00 High
2.75-3.50 Medium

<2.75 Low

IV. RESULT AND DISCUSSION

The initial calculation process starts from inputting what
attributes will be used in the study. Then calculate the entropy

and gain values of each criterion and look for the highest gain
value to be used as the root, which will then get the rule or
result from the tree [17]. The data in table Il will be
transformed into 3 variables based on the weight values
presented in table 3. From table 4 it can be seen the number of
students taking courses based on the existing field fields. The
total weighted values of "High", "Medium", and "Low" from
each course can be seen in table IV for calculating the number
of cases. Table V is the cumulative value of the weighted
scores for all cases of field courses. For SD there are 16 cases,
for JI there are 18 cases and for DS there are 6 cases.

TABLE IV. TRANSFORMATION OF STUDENT’S TRANSCRIPTION
Student’s Transcription Final
No Project
PW PM PBF PA JK KJIK KF ST SDP SC DM DL Field
1 Medium | Medium | Medium | Medium High Medium | Medium Low High Medium | Medium | Medium SD
2 High Medium | Medium High High Medium High High High Medium | Medium | Medium SD
3 Low Low Low High High Low Medium Low Medium High Medium High DS
4 High High High High High High Medium | Medium | Medium High Medium High Ji
5 High High High High High Medium High Medium | Medium High High High SD
6 Low Low Low Low High High Low Low Low High Low High Ji
7 Low Medium Low High High Low High Low Medium Low Low Low Ji
8 Low Medium | Medium High High Medium | Medium Low Medium High Low High Ji
9 Low Low Low High High Low Medium | Medium | Medium Low Low Kecil Ji
10 Low Low Low High Low Medium Low Low Medium High Low High DS
11 | Medium | Medium Low High Medium | Medium | Medium High High Low High Low SD
12 | Medium | Medium Low High High Low High Low High Medium Low High SD
13 Low Low High High Medium | Medium High Medium High High Low High Ji
14 Low Medium High High Medium | Medium High Medium | Medium | Medium | Medium High SD
15 High Medium High High Low Medium High High High Medium Low Medium SD
16 Low Low High High Low Medium High Medium High Medium Low Low SD
17 | Medium | Medium High High Medium | Medium High Medium | Medium | Medium | Medium Low SD
18 High High High High High Low High High High Low High High SD
19 | Medium | Medium High Medium High Medium High Medium | Medium | Medium | Medium High DS
20 | Medium | Medium High High High Medium High Medium High High Medium High Ji
21 | Medium High Medium High High High High High Medium High High High DS
22 High High Medium High High High Medium | Medium Low High High Medium SD
23 | Medium High Medium High High Medium High Medium | Medium | Medium High Medium Ji
24 | Medium High High High High High High High High High High Low DS
25 | Medium Low Medium High High High Medium | Medium | Medium | Medium High High DS
26 High High High High High High Medium | Medium | Medium | Medium High High SD
27 | Medium | Medium High High High High Medium High Medium High High High SD
28 | Medium | Medium High High High Medium | Medium High Medium High Medium High SD
29 High High High High High Medium | Medium High Medium High High High SD
30 | Medium High High High High Medium | Medium Low Medium Low High Medium SD
TABLE V. NUMBER OF CASES

Courses




Value

Weight PW | PM | PBF | PA JK | KIK | KF ST | SDP | SC DM DL
High 8 10 16 27 23 8 15 9 10 14 12 18
Medium 13 13 7 2 4 17 13 13 18 11 9 6
Low 9 7 7 1 3 5 2 8 2 5 9 6
Total 30 30 30 30 30 30 30 30 30 30 30 30

Final Project Field Number of Field

Software Development (SD) 16
Jaringan dan Infrastruktur (J1) 8
Dara Science (DS) 6

A. The Calculation Results

The data from the transformation results are then analyzed
to produce a decision tree using the C4.5 Algorithm, namely
by formulating the Entropy and Gain calculations.

1) 1) Calculating Entropy (S) using equation (1)

Entropy(S) = — (o) * 1002 (o) + = (o) *
logz (-2=) + —(—=) * logz (—)

Total Total Total

Entropy(Total) = — (g) * logs (ﬁ) +— (%) * log (38_0) +

—(5) *log; () = 1456564763

2) Calculating Entropy

Entropy (Si) calculations are carried out for all cases, in this
case the number of field courses and each course will have 3
Entropy (Si) values, each with high, medium and small
entropy. So there will be as many as 36 values of Entropy (S).
The following is the calculation of the entropy value for the
Web Programming (PW) course, the same thing is also done
to calculate the entropy (Si) of other courses.

>  Entropy(S1) = _(Pi%) *

—(PiL) "

log, (Pl ) +

Total

Total )
@)+ 1om () () )+

~(3) * logz (5) = 0.543564443

—(Pl ) log, (Pl

Total

Entropy(High) =

>  Entropy(S:) = —(Pi ) * logz (Pi——) +

Total

—(P lT = l)*|ng(PlT " z)+

—(Pi— =)

) * log, (Pl

Total Total

TABLE VI.

Entropy(Medium) =

= () tome () + = () = s
2

(Z)+ (%) *logz () = 1419556299

13

> Entropy(Ss) = —(Pl )

) * logz (P

Total

—(Pl

—(Pig Tota z)
= (5) + oa: (3) +=(5) * oae (5) +

_ (g) + logy (g) = 1.435520503

Total

) * log (Pl

Entropy(Low) =

3) Calculating Gain
Gain (S,A) calculation is carried out for all cases, in this case
the number of field courses. So there will be 12 Gain (S,A)
values. The following is the calculation of the Gain value for
the Web Programming (PW) course, the same thing is also
done to calculate the Gain (S,A) for other courses

|Jumlah Kasus (Tinggi)| "
|Total|

Gain(PW) =

Entropy (Total) —

|Jumlah Kasus (Sedang)| "
|Total|

Entropy (Tinggi) +

|Jumlah Kasus (Kecil)| "
|Total|

Entropy (Sedang) +

Entropy (Kecil)

= 1.456564763 — [(%* 0.543564443) + (g*
1419556299 + (= 1.435520503)] -
0.265817032

Table VI is the result of calculating entropy and gain at node
1 using the C4.5 decision tree algorithm. The highest gain
value will be obtained from the tree root. [18].

ENTROPY AND GAIN CALCULATION



NUMER

SD

Ji

DS

OF CASES
Node | ATRIBUTE | WEIGHT e sy | G | () ENTROPY GAIN
1 | Total 30 16 8 6 | 1.456564763
High 8 7 1 0 | 0.543564443
Pemrograman | Medium 13 7 2 4| 1.419556299 0.265817032
Web (PW) [ ow 9 2 5 2 | 1.435520503
Total 30
High 10 6 2 2 | 1.370950594
Pemrograman | Medium 13 9 3 1 1.140115679
: 0.167474123
Mobile (PM) | Low 7 1 3 3 | 1.448815638
Total 30
Pemrograman | High 16 11 3 2 | 1.199460293
i i 7 2 2
berbasis Medium 3 1.556656709 0.090412811
Framework | Low 7 2 3 2 1.556656709
(PBF) Total 30
High 27 15 7 5 | 1.426573285
Proyek Medium 2 1 0 1 1
oY/ 0.10598214
Aplikasi (PA) | Low 1 0 1 0 0
Total 30
i High 23 11 7 5 | 1509871837
aringan H 4 1
Kemputer Medium 3 0 | 0.811278124 0.098996355
(9K) Low 3 2 0 1 | 0.918295834
Total 30
Keamanan High_ 8 3 2 3 | 1561278124
Jaringan Medium 17 11 4 2 1.260771796 0.072131895
Komputer | Low 5 2 2 1 | 1521928095
(KIK) Total 30
K High 15 8 4 3 | 1.456564763
omputer i 13 8 3 2 | 1.334679142
Forensik | edium ; : : ; 0.083254753
(KF) Low 1
Total 30
. High 9 7 0 2 | 0.764204505
Istem f
13 6 5 2
Terintegrasi |- U™ 1.460484683 | ) 175055882
(ST Low 8 3 3 2 | 1561278124
Total 30
Staistika d High 10 7 2 1 1.15677965
tatistika dan f
d 18 8 5 5
D obabilites Medium 1546631617 | ) oeooeg:
(SDP) Low 2 1 1 0 1
Total 30
High 14 5 5 4 | 1577406283
Sistem Medium 11 8 1 2 | 1.095795256 0156825137
Cerdas (SC) | Low 5 3 2 0 |0.970950594 |
Total 30
High 12 8 1 3 | 1.188721875
Data Mining | Medium 9 5 2 2 1.435520503 0144926628
(DM) Low 9 3 5 1 |1.351644115 |
Total 30
5 High 18 8 5 5 | 1.546631617
eep -
Learning Medium 6 5 1 0 | 0.650022422 0.106751728
(DL) Low 6 3 2 1 | 1.459147917
Total 30




The stages of the calculation process are presented in table VI

are:

o Calculating Entropy and Gain

o Selection of the highest Gain as the root (Node), in the
calculation the highest data obtained is in the case of the
Web Programming (PW) course.

o Repeat the process of calculating Entropy and Gain to find
branches until all cases in the branch have the same class,
ie when all variables have become part of the decision tree
or each variable has a leaf or decision.

o Create Rules based on decision trees [19]

B. Validasi Test

Validation test is carried out by analyzing the results of
calculations using the Confusion Matrix model [20]. Table 7
is the result of the calculation of the confusion matrix in the
C4.5 algorithm.

TABLE VII. CONFUSION MATRIX
Confusion Matrix Real TRUE Real FALSE
Prediction TRUE (TP) 21 (FP)9
Prediction FALSE (TN)O (FN) 0
e Accuracy = ( o7 ) *100%
TP+TN+FP+FN
_ 2140
- (21+0+9+0) *100% = ( ) *100% = 70%
e Precision = (T L ) *100% = ( it ) * 100%
= (3—) «100% = 70%
_ TP
e Recall = (TM )*100%-( = )* 100%

= (Z) * 100% = 100%

From the above calculation, the accuracy, precision, and
recall values are 70%, 70% precision, and 100% recall
respectively. This shows an accurate value. So it can be
concluded that the results of this study were successful in
implementing the Decision Tree method using the C4.5
Algorithm properly and it is hoped that it will facilitate study
program managers and academic supervisors in helping the
development of student studies and determining the field that
will be taken based on the value data that has been obtained
by students.

From the decision tree that is formed in Figure 1, we get
the rules (rule model) in determining recommendations for
students' final project field. There are 8 rules formed.

e IF (PW="High’) AND (DM="High’) THEN Label =

Software Development
e IF (PW='High’) AND

(PM="High’) THEN Label = Jaringan dan Infrastruktur
e IF (PW='High’) AND (DM="Medium’) AND

(PM="Medium’) THEN Label = Software Development
e IF (PW='Medium’) AND (ST="High’) AND

(PM="High’) THEN Label = Data Science

(DM="Medium’) AND

e IF (PW=Medium’) AND (ST="High’) AND
(PM="Medium’) THEN Label = Software Development

e IF (PW="Medium’) AND (ST="Medium’) AND
(DL="High’) AND (SDP="High’) THEN Label =
Jaringan dan Infrastruktur

e IF (PW="Medium’) AND (ST="Medium’) AND
(DL="High’) AND (SDP="Medium’) THEN Label =
Data Science

e IF (PW="Medium’) AND (ST="Medium’) AND
(DL="Medium’) THEN Label = Jaringan dan
Infrastruktur.
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The Decision Tree method using the C4.5 Algorithm
has been successfully applied in making rules for the decision-
making system in the field of student's final project field by
using training data based on variables: courses, areas of field
and the value of field courses, by producing an accuracy rate
of 70% from the calculation results. test data.

Fig. 1. Decision tree results
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Decision-Making System for Field of Student's
Final Project Using C4.5 Algorithm

Absiract—Academic consultation activities between students
and academic advisory lecturers are necessary to help students
carry out activity’s lectures. Based on the transcripts of grades
that have been obtained, many students do not choose the field
that suits academic ability so there are a lot of nonlinearities
between the value of the field course and the field of the final
project. The purpose of this research is to minimize aspects of
student subjectivity to lecturers regarding the selection of areas
of the field for students' final assignments, as well as minimize
the nonlinearity between the grades of the courses that have
been taken students with the field of the final project to be taken.
The method used in this study is Data Mining Classification
using the Decision Tree method and the C4.5 Algorithm, with
the attributes involved, namely courses, value of field courses
and areas of the field. Decision Algorithm Tree C4.5, which is
an algorithm te change the shape of the data (table) into a tree
model then change the tree model into a rule. The application of
the Decision Tree C4.5 algorithm to the decision-making system
in the field of specialization has been successfully carried out by
producing an accuracy rate of 70% of the total data calculation
results. The data used in this study is sampling data from several
final-year students in the Ubhara-Jaya Informatics study
program. The field decision-making system field as a result of
research that has been done can be used as a recommendation
for both the Informatics Study Program, Faculty of Computer
Science Ubhara-Jaya and for final-year students to direct the
field of research in the final project. It is hoped that further
research will use more sample data so that the level of accuracy
is better and can be implemented in website-based or mobile
applications.

Keywords—decision  tree  algorithms,  student
assignments, field courses, decision-making systems
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I. INTRODUCTION

The learning process in lectures requires a curriculum that
supports a course in each semester. The curriculum is a set of
plans and arrangements regarding the objectives, content, and
learning materials as well as the methods used as guidelines
for the implementation of learning activities to achieve
national education goals. The Operational Curriculum created
by the study program aims to determine the distribution and
prerequisites of courses in each semester. With the
Operational Curriculum, each student can find out what
courses will be taken in a certain semester along with the
prerequisite courses that must be met with certain grade
requirements [1]. If students want to take courses with certain
course prerequisites, then the prerequisite courses must be
fulfilled in the previous semester and have met certain score
requirements [2].

Sampling data used in this study is the data of final year
students in the Informatics study program, Bhayangkara
Jakarta Raya University (UBI). There are three types of field
that serve as a reference for completing the final project
(thesis). In fact, in the selection of fields offered by the Study
Program, many students do not choose fields that are in
accordance with their academic abilities so that students
experience difficulties in learning until the thesis writing

XO-X-XXOCGX XXX X XX00 @20XX IEEE

process is in accordance with the chosen field. Field should be
able to facilitate students in completing their studies, because
field aims to enable students to focus on learning the specific
concentration of field [3]. In order to help solve problems
encountered related to academic consulting activities, a
system  was created that can provide analysis of
recommendations for student interest using the data mining
classification method using the Decision Tree C4.5 algorithm.
The source of the research data used is the final grade 2016 -
2018 student grade data obtained from the UBJ Informatics
Study Program which was taken by sampling with a weight of
three batches with 10 student data in each batch. The data to
be processed in this research is taken from several grades of
semester 4 - 7 courses and classified based on the field of field.

II. RELATED STUDY

A. State of the Art

The decision-making system is one approach that is often
used to analyze a problem in various conditions and has been
used in various sectors of life [4]. Many researchers and
practitioners have published research results related to
decision-making systems. Several studies regarding the
application of the C4.5 Algorithm for determining student
majors resulted in the Decision Tree C4.5 Algorithm test
results being more accurate than Naive Bayes with an
accuracy rate of 93.31% for student majors and 82.64%
accuracy for major recommendations [5]. In line with the
research predicting student performance using the C4.5 and
ID3 classification algorithms. Based on student performance
from the beginning of learning, this study can estimate student
performance at the time of the exam [3]. Further research on
determining customer satisfaction with Java internet providers
uses the C4.5 algorithm which is used to calculate the level of
customer satisfaction with rental fees, internet access and
facilities and services which results in the calculation of the
highest gain value of 0.970951[6]. Similar research was also
conducted to analyze field recommendations using the
Decision Tree method with the C4.5 algorithm which
compares the accuracy value of the proportion of the same
number of classes with the proportion of different classes
showing that the proportion of the number of classes can affect
the accuracy of the resulting model tree [1]. Then other
research is regarding the classification of Indonesian Youtube
Channels Using the C4.5 Algorithm with test results using
Cross-Validation obtained an accuracy value of 92.73% with
a class precision of Very Good 80.77% and class precision
Good 96.43%, and class recall Very Good 87.50% and class
Good recall 94.19% [7]. Another related research is news
classification using the C4.5 algorithm which produces the
highest accuracy value of 84% [8]. The C4.5 algorithm has
also been used to classify English emotional in a research that
has been done.[9]

B. Decision Tree

Among several methods that can be used for classification
is the decision tree method or Decision Tree. The decision
tree method 1s a method that can turn very large facts into a




decision tree that represents the rules. Rules can be easily
understood in natural language. A decision tree is a structure
that can be used to divide large data sets into smaller record
sets by applying a set of decision rules. With each set of
divisors, the members of the result set become similar to one
another[10]. The data in the decision tree is usually expressed
in the form of a table with attributes and records. Attribute
states a parameter that is created as a criterion in the
formation of the tree. The process in the decision tree is to
change the shape of the data (table) into a tree model, change
the tree model into a rule, and simplify the rule. There are
many algorithms that can be used in the formation of a
decision tree, including ID3, CART, and C45. The C45
algorithm is the development of the ID algorithm [3][11].

C. C4.5 Algorithm

The C4.5 algorithm is the algorithm used to generate a
decision tree. The basic idea of this algorithm i1s making a
decision tree based on the selection of the attribute that has the
highest priority or can be called the highest gain value based
on the entropy value of the attribute as the axis of the
classification attribute [12]. At this stage the C4.5 algorithm
has 2 working principles, namely: Making a decision tree, and
making rules (rule model). The rules formed from the decision
tree will form a condition in the form of "if then"[6].

There are several advantages of the C4.5 classification
algorithm, including the results of the analysis in the form of
a decision tree that is easy to understand, requires less data, is
able to process nominal and continuous data, uses statistical
techniques so that it can be validated, computation time is
faster, and the resulting accuracy can match other
classification techniques [13].

HI. RESEARCH METHOD

A. Implementation of C4.5 Algorithm
The process of applying the C4.5 algorithm to build a

decision tree includes: selecting the root attribute, creating a

branch for each value, dividing cases into branches, and

repeating the process for each branch until all cases in the
branch have the same class [14]. Calculation of attribute
values in the C4.5 algorithm with the following stages:

s Calculate the value of entropy,

e Calculate the gain ratio value for each attribute,

e The attribute with the highest gain is selected as the root
and the attribute with the lower gain ratio is used as a
branch.

e (Calculate the value of the gain ratio of each attribute
except the root.

e The highest gain ratio attribute is selected as a branch.

e Repeat the previous step until the resulting gain=0.

To calculate the entropy value can be calculated by equation

(D [15][16]

Entropy(S) = Z —P;* log, Py (1

i=1

where S is the case set, n is the number of case partitions and
P; is the proportion of §; to §. The information gain value can
be calculated using equation (2).

TABLE 1L

n S
Gain(S, A) = Entropy(5) —Z |Si|| = Entropy(5;) (2)
=

where S 1s the case set, A 1s the attribute, n 1s the number of
case partitions and 15; | is the number of cases on the i
partition and ISI the number of cases S. The equation to
calculate split info uses equation (3).

n
Si S
Split Info(S,A) = —ZE‘* zoggg‘ (3)
i=1
where § is the case set, A is the attribute, S; is the number of
samples for the attribute i. Equation (4) is used to calculate
the gain ratio.
GainRatio(S,A) _Gan S, 4) 4
ainRatio(S,4) = -
Split Info (S5, 4) )
where S is case set, A is attribute, Gain(S.A) is gain info on
attribute A and Split Info (S,A) is split info on attribute A.

B. Data Penelitian

Data selection variables used in this study are the grades
of compulsory courses for semesters 4 —7 of the class of 2016
— 2018 which are related to the field of field, with the
classification of the field of field which can be seen in table 1.

TABLEL CLASSIFICATION OF STUDENTS' FIELD OF INTEREST
Field Courses
Field ast Sst st st
Framework Application
Software Web Mabile ek Projects
Development Programming Programming based (practical
P 8 & ¥ E | Programming L
- < work)
Computer
Network and Computer 5 h_ﬂ“[‘."fk d Computer Integrated
Infrastructure Networks I Secunty an Forensics Systems
Information 4
Svslems
. Statistics and Intelligent e M Deep
Data Science Prohability Systems DawMining | 1 apening

The data for student transcripts for the 2016 — 2018
academic year of UBJ Informatics Study Program along with
the areas of interest taken by students can be seen in the table
I1. The variables in table II are student data with codes STD 1-
30, code names of field courses including PW: Web
Programming, PM: Mobile Programming, PBF: Framework-
based Programming, KP: Application Projects (practical
work), JK: Computer Networks, KJIK: Computer Network
Security and Information Systems, KF: Computer Forensics,
ST: Integrated Systems, SDP: Statistics and Probability, SC:
Intelligent Systems, DM: Data Mining, and DL: Deep
Leaming. The code for the field of the student's final project
is SD: Software Development, JI: Network and Infrastructure,
and DS: Data Science. In the testing process, data
transformation is carmried out by classifying value attributes
into three variables based on the value weights which can be
seen in table 111

CLASSIFICATION OF STUDENTS' SCORE AND FIELD OF INTEREST




Transkip Student Grades Final

STD Project
PW PM | PBF | KP JK | KIK | KF ST SDP | SC DM DL Field
STb1 | 333 | 3.00 | 300 | 3.00 | 367 | 333 | 300 | 267 | 400 | 300 | 300 | 3.00 SD
STD2 | 367 | 3.00 | 300 | 400 | 367 | 333 | 367 | 367 | 3.67 | 333 | 300 | 333 SD
STb3 | 000 | 2.67 | 267 | 400 | 370 | 233 | 333 | 000 | 3.00 | 367 | 333 | 3.67 DS
STD4 | 367 | 400 | 400 | 400 | 400 | 367 | 333 | 333 | 300 | 400 [ 333 | 4.00 I
STOs | 400 | 400 | 400 | 400 | 400 | 333 | 367 | 300 | 3.00 | 367 | 367 | 367 SD
STbe6 | 000 1.00 100 | 000 | 370 | 370 | 000 | 233 | 000 | 367 | 000 | 3.67 I
STD 7 1.00 | 3.00 100 | 400 | 400 [ 000 | 3.67 | 000 | 3.00 100 | 000 | 0.00 I
STbg | 2,67 | 3.00 | 300 | 400 | 370 | 333 | 333 | 233 | 3.00 | 367 | 267 | 3.67 I
STb9 | 000 | 2.67 | 267 | 400 | 370 | 200 | 333 | 333 | 3.00 | 000 | 267 | 0.00 I
STD10 | 200 | 2.67 | 267 | 400 | 200 | 300 | 000 | 267 | 300 | 367 | 000 | 3.67 DS
STD 1L | 333 | 333 | 267 | 400 | 333 | 300 | 333 | 400 | 370 | 233 | 400 | 233 SD
STD12 | 300 | 333 | 233 | 400 | 367 | 267 | 367 | 267 | 400 | 300 100 | 400 SD
STD13 | 267 | 2.67 | 400 | 400 | 333 | 300 | 400 | 300 | 370 | 367 | 233 | 3.67 n
STD14 | 267 | 333 | 400 | 400 | 333 | 300 | 400 | 300 | 300 | 333 | 333 | 400 SD
STD15 | 367 | 333 | 400 | 400 | 200 | 300 | 367 | 367 | 370 | 333 | 200 | 333 SD
STD16 | 267 | 2.67 | 400 | 400 | 000 | 300 | 400 | 300 | 370 | 300 | 267 | 2.67 SD
STD17 | 333 | 333 | 400 | 400 | 300 | 300 | 400 | 300 | 300 | 333 | 300 | 000 SD
STD18 | 400 | 4.00 | 400 | 400 | 367 | 267 | 400 | 400 | 370 | 233 | 400 | 4.00 SD
STD19 | 333 | 333 | 400 | 333 | 400 | 300 | 400 | 333 | 300 | 333 | 333 | 400 DS
STD20 | 333 | 333 | 367 | 400 | 400 | 333 | 400 | 333 | 400 | 367 | 333 | 3.67 il
STD21 | 333 | 3.67 | 333 | 400 | 400 | 400 | 400 | 400 | 300 | 367 | 400 | 3.67 DS
STD22 | 367 | 400 | 300 | 3.67 | 400 | 400 | 333 | 300 1.00 | 3.67 | 400 | 3.33 SD
STD23 | 333 | 3.67 | 333 | 400 | 400 | 333 | 400 | 333 | 300 | 333 | 400 | 3.00 il
STD24 | 333 | 400 | 400 | 400 | 400 | 400 | 400 | 400 | 367 | 400 | 400 | 2.67 DS
STD25 | 333 | 2.67 | 333 | 400 | 400 | 367 | 333 | 333 | 300 | 333 | 400 | 4.00 DS
STD26 | 367 | 3.67 | 367 | 400 | 400 | 400 | 333 | 333 | 3.00 | 333 | 367 | 3.67 SD
STD27 | 333 | 3.00 | 367 | 400 | 400 | 400 | 300 | 400 | 300 | 400 | 400 | 4.00 SD
STD28 | 300 | 333 | 367 | 400 | 400 | 333 | 300 | 400 | 3.00 | 400 | 300 | 4.00 SD
STD29 | 367 | 3.67 | 367 | 400 | 400 | 300 | 333 | 367 | 300 | 367 | 400 | 4.00 SD
STD30 | 333 | 3.67 | 367 | 400 | 400 | 333 | 333 | 267 | 3.00 | 267 | 367 | 333 SD
TABLEIIL VALUE WEIGHT CATEGORY
Value weight Category IV. RESULT AND DISCUSSION

350 -4.00 High The initial calculation process starts from inputting what

275-350 Medium attributes will be used in the study. Then calculate the entropy

and gain values of each criterion and look for the highest gain

<275 Low value to be used as the root, which will then get the rule or

result from the tree [17]. The data in table II will be
transformed into 3 variables based on the weight values




presented in table 3. From table 4 it can be seen the number of of cases. Table V is the cumulative value of the weighted
students taking courses based on the existing field fields. The scores for all cases of field courses. For SD there are 16 cases,
total weighted values of "High", "Medium", and "Low" from for JI there are 18 cases and for DS there are 6 cases.

each course can be seen in table IV for calculating the number

TABLEIV. TRANSFORMATION OF STUDENT’S TRANSCRIPTION
Student’s Transcription Final
No Project
PW PM PBF KP JK KIK KF ST SDP sC DM DL Field
1 Medium | Medium | Medium | Medium High Medium | Medium Low High Medium | Medium | Medium 5D
2 High Medium | Medium High High Medium High High High Medium | Medium [ Medium 5D
3 Low Low Low High High Low Medium Low Medium High Medium High DS
4 High High High High High High Medium | Medium | Medium High Medium High I
3 High High High High High Medium High Medium | Medium High High High SD
6 Low Low Low Low High High Low Low Low High Low High In
T Low Medium Low High High Low High Low Medium Low Low Low In
8 Low Medium Medium High High Medium Medium Low Medium High Low High In
9 Low Low Low High High Low Medium Medium | Medium Low Low Kecil In
10 Low Low Low High Low Medium Low Low Medium High Low High DS
11 Medium Medium Low High Medium | Medium Medium High High Low High Low 5D
12 Medium Medium Low High High Low High Low High Medium Low High 5D
13 Low Low High High Medium | Medium High Medium High High Low High 1
14 Low Medium High High Medium | Medium High Medium | Medium Medium Medium High 5D
15 High Medium High High Low Medium High High High Medium Low Medium sD
16 Low Low High High Low Medium High Medium High Medium Low Low sD
17 | Medium | Medum High High Medium | Medium High Medium | Medium | Medium [ Medium Low 5D
18 High High High High High Low High High High Low High High SD
19 | Medium | Medum High Medium High Medium High Medium | Medium | Medium [ Medium High DS
20 | Medium | Medium High High High Medium High Medium High High Medium High I
21 | Medium High Medium High High High High High Medium High High High DS
22 High High Medium High High High Medium | Medium Low High High Medium 5D
23 | Medium High Medium High High Medium High Medium | Medium | Medium High Medium n
24 | Medium High High High High High High High High High High Low DS
25 Medium Low Medium High High High Medium Medium | Medium Medium High High DS
26 High High High High High High Medium Medium | Medium Medium High High 5D
27 Medium Medium High High High High Medium High Medium High High High SD
28 | Medium | Medium High High High Medium | Medium High Medium High Medium High 5D
29 High High High High High Medium | Medium High Medium High High High 5D
30 | Medium High High High High Medium | Medium Low Medium Low High Medium 5D
TABLE V. NUMBER OF CASES
Value Courses
Weight PW | PM | PBF | KP JK | KJK | KF ST | SDP | SC DM | DL

High 8 10 16 27 23 8 15 9 10 14 12 18

Medium 13 13 7 2 4 17 13 13 18 11 9 6

Low 9 7 7 1 3 5 2 8 2 5 9 6

Total 30 30 30 30 30 30 30 30 30 30 30 30

Final Project Field Number of Field
Software Development (SD) 16




Jaringan dan Infrastruktur (JT)

Dara Science (DS)

A. The Calculation Results

The data from the transformation results are then analyzed
to produce a decision tree using the C4.5 Algorithm, namely
by formulating the Entropy and Gain calculations.

1) 1) Calculating Entropy (S) using equation (1)

sD SD A
Emropyr'S) = _('ram[) * bgz (‘rm.ai) + _(Tm.ai) *
log, Cmm; - mm log: {ramij

Entropy(Total) = — (g) * log? (g) + - (3%) * log2 (38_0) +

6 6
—(3;) *log: (55) = 1456564763

2) Calculating Entropy

Entropy (S;) calculations are carried out for all cases, in this
case the number of field courses and each course will have 3
Entropy (S;) values, each with high, medium and small
entropy. So there will be as many as 36 values of Entropy (S;).
The following is the calculation of the entropy value for the
Web Programming (PW) course, the same thing is also done
to calculate the entropy (5;) of other courses.

»  Entropy(S;) = —(Pf. )* logs (PI=2) +

Total

[)* !agg(PiT — 1‘)+

—(Pi

—(Pi

log2(Pi

Tota I) Tola I)

) e () - )+ s+

- (g) #log: (3) = 0543564443

Entropy(High) =

Entropy(Medium) = — (%) * logs (:—3) + = (123) * lng>

=)+ = (55) * fog (55) = 1419556299
»  Entropy(S:) = —{PL Tora ) * logs (Pi mm) +
—{Pi ) * !sgz(PaT m{) +
—(pi Tnm!) log: (Pi Tomi)

st =) ()4~ )
= (3)  log: (%) = 1.435520503

3) Calculating Gain
Gain (5,4) calculation 1s carried out for all cases, in this case
the number of field courses. So there will be 12 Gain (§,4)
values. The following is the calculation of the Gain value for
the Web Programming (PW) course, the same thing is also
done to calculate the Gain (5,4) for other courses

Gain(PW) = Entropy (Total) — Lumiat Kasus (Tingghl
|Total|
Entropy (Ting gi) + Lemiah Kasus (Sedang)]

ITotall

|jumiah Kasus (Kecil)| .

Entropy (Sedang) + [Total|

Entropy (Kecil)

1456564763 — [ (5 + 0543564443 ) + (S

1419556299 + (5 * 1.435520503)] =
0265817032

Table VI is the result of calculating entropy and gain at node

»  Entropy(S:) = —(Pl )* log: (Pl,r mij + 1 using the C4.5 decision tree algorithm. The highest gain
value will be obtained from the tree root. [18].
- er D ‘rsgz(Pme[) +
_(PL Tota I) * [ng (Pl Tam[)
TABLEVL ENTROPY AND GAIN CALCULATION
NUMER | sp | g1 | DS
Node | ATRIBUTE | WEIGHT | OF CASES LS' - ENTROPY GAIN
(5) (S1) (52) (S3)
1 Total 30 16 8 6 1.456564763
Pemrograman | &0 8 7 1 0 | 0543564443
. 0.265817032
Web (PW) | Medium 13 7 2 1 419556299




NUMER | oy J DS
Node | ATRIBUTE | WEIGHT | OF CASES ENTROPY GAIN
(8) (S1) (S2) (52)
Low 9 2 5 2 | 1.435520503
Total 30
High 10 6 2 2 | 1370950594
Pemrograman | Medium 13 9 3 ! 1.140115679 n
Mobile (PM) | Low 7 1 3 3| 1448815638 0167474123
Total 30
Framework. | High 16 11 3 2| 1.199460293
based Medium 7 3 2 2| 1.556656709 | ) 100410811
Programming | Low 7 2 3 2 | 1556656709 |
(PBF) Total 30
Application | High 27 15 7 5 | 1426573285
Projects Medium 2 ! 0 I I 0.10598214
(practical Low 1 0 1 0 0 ) -
work) (KP) [y 30
c High 23 11 7 5 | 1.509871837
ompuler | g i 4 3 1 0 27812
et fum 0811278124 | ooo 0 nee
Low 3 2 0 I | 0918295834
(JK)
Total 30
Computer | High 8 3 2 3 | 1.561278124
Network | Medium 17 11 4 2| 1260771796 | (199121505
Security Low 5 2 2 I | 1521928095 |
(KIK) Total 30
High 15 8 4 3 | 1456564763
‘é""‘P“}ef Medium 13 8 3 2 1.334679142 0.083254753
OTENSICS | &
KF) Low 2 0 1 1 1
Total 30
High 9 7 2 | 0764204505
Integrated | Medium 13 6 5 2| 1460484683 |\ ocncccon
Systems (ST) | Low 8 3 3 2 | 1561278124 | -
Total 30
High 10 7 2 1 1.15677965
Statistics and ;
Probabilty Medllum I’S 8 5 5| 1546631617 | (oo
(SDP) Low 2 1 1 0 1
Total 30
High 14 5 5 4 | 1.577406283
Intelligent | Medium 11 8 1 2 [ 1095795256 | ey
Systems (SC) | Low 5 3 2 0 | 0970950594 | T
Total 30
High 12 8 1 3 | 1.188721875
Data Mining | Medium 9 5 2 2| 1435520503 |\ ioncen
(DM) Low 9 3 5 1 1351644115 T
Total 30
5 High 18 8 5 5 | 1.546631617
cep Medium 6 5 1 22422
Learning ,_ﬂ.m . : — : 0650022422 |, | 6751728
(DL) w 2 1459147917
Total 30

The stages of the calculation process are presented in table V1 e Selection of the highest Gain as the root (Node), in the

are: calculation the highest data obtained is in the case of the
e (Calculating Entropy and Gain Web Programming (PW) course.

e Repeat the process of calculating Entropy and Gain to find

branches until all cases in the branch have the same class,




ie when all variables have become part of the decision tree
or each variable has a leaf or decision.
® (Create Rules based on decision trees [19]

B. Validasi Test

Validation test is carried out by analyzing the results of
calculations using the Confusion Matrix model [20]. Table 7
is the result of the calculation of the confusion matrix in the
C4 5 algorithm.

TABLE VII.  CONFUSION MATRIX
Confusion Matrix Real TRUE Real FALSE
Prediction TRUE (TP) 21 (FP) 9
Prediction FALSE (TN) O (FN)O
_ TP4TN
® Accuracy= (TP+TN+FP+ FN) 100%

(225 - o0 = (2) « 1005 = To

TP

(o
(

- 5) *100% = 70%

®  Precision= )* 100% = (2319) +100%

o Recall= ( ) +100% = [ =) *100%

TP+FN

- (E) * 100% = 100%

From the above calculation, the accuracy, precision, and
recall values are 70%, 70% precision, and 100% recall
respectively. This shows an accurate value. So it can be
concluded that the results of this study were successful in
implementing the Decision Tree method using the C4.5
Algorithm properly and it is hoped that it will facilitate study
program managers and academic supervisors in helping the
development of student studies and determining the field that
will be taken based on the value data that has been obtained
by students.

From the decision tree that is formed in Figure 1, we get
the rules (rule model) in determining recommendations for
students' final project field. There are 8 rules formed.

e [F (PW="High’) AND (DM="High’) THEN Label =

Software Development
¢« [F (PW="High’) AND (DM="Medium’) AND

(PM="High’) THEN Label = Jaringan dan Infrastruktur
e [F (PW="High’) AND (DM=Medium’) AND

(PM="Medium’) THEN Label = Software Development

e IF (PW="Medium’) AND (ST="High’) AND
(PM="High’) THEN Label = Data Science
e IF (PW='Medium’) AND (ST="High’) AND

(PM="Medium’) THEN Label = Software Development
e JF (PW="Medium’) AND (ST="Medium’) AND
(DL="High’) AND (SDP="High’) THEN Label =
Jaringan dan Infrastruktur
e JF (PW="Medium’) AND (ST="Medium’) AND
(DL="High’) AND (SDP="Medium’) THEN Label =
Data Science

e [F (PW=Medium’) AND (ST="Medium’) AND
(DL="Medium’) THEN Label = Jaringan dan
Infrastruktur.

Qﬁré@
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The Decision Tree method using the C4.5 Algorithm
has been successfully applied in making rules for the decision-
making system in the field of student's final project by using
training data based on variables: courses, areas of field and the
value of field courses, by producing an accuracy rate of 70%
from the calculation results of data test. The field decision-
making system field as a result of research that has been done
can be used as a recommendation for both the Informatics
Study Program, Faculty of Computer Science Ubhara-Jaya
and for final-year students to direct the field of research in the
final project. It is hoped that further research will use more
sample data so that the level of accuracy is better and can be
implemented in website-based or mobile applications.

Tingp

Fig. 1. Decision tree results
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