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Abstract—Currently, practitioners of remote-sensing and
geographic information system wuse mathematical and
statistical-based methods in making land cover segmentation.
However, this method requires a lengthy process and staff
expertise. Urban planners need applications that are not only
fastin performing spatial analysis but also do not require special
skills. is study proposes a land cover classification application
with one of the deep learning methods for semantic
segmentation, namely DeepLabV3+. This method will be
compared with Iterative Self-Organizing Clustering
(ISOCLUST) and Object Based Image Analysis (OBIA) in
Karawang, Indonesia, as the case study. The results showed that
the DeepLabV3+ accuracy was 95 % which is higher than OBIA
(80 % ). Although ISOCLUST more accurate that is usually used
as ground truth dataset, this method takes a lot of time as it is
semi-automatic compared to DeepLabV3+ which only takes
about one minute.

Keywords—Segmentation, OBIA, ISOCLUST, DeepLab,
Remote Sensing, Landsat Satellite

I. INTRODUCTION

Managing land use and land cover is the main task of city
planners. They need appropriate tools to help create the right
plans [1], [2]. The tools from remote sensing and geographic
information (RS-GIS) practitioners usually need specific
skills especially in spatial analysis, eg., land use/cover
classification, reclassification, land change modeler, etc.
Although some applications available, they need a skill to
interpret, analyze, and other RS-GIS's problems [1], [3]. [4].

Nowadays, RS-GIS practitioners try to implement deep
learning to their problems, e.g., classification, clustering, and
prediction. However, the lack of data is the main problems,
especially for multispectral dataset since existing dataset use
small area or non-spatial dataset [5]. Spatial data have
different characteristic with non-spatial data, e.g., the location,
and other attributes like projection. In addition, two kinds of
data, i.e., vector and raster data add the complexity of spatial
dataset. Some studies use their own dataset, e.g., RIT-18
dataset with six bands of multispectral dataset having 18
classes of land use. This study has successfully segmented
Hamlin Beach State using U-Net model with 90% accuracy
[61.

U-Net consists of convolutional neural networks (CNN)
that need a lot of computational resources and vanishing
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gradient problem where the training process difficult for small
gradient [7]-[12]. To overcome this problem, another study
proposed DeepLab method, which use ResNet as the main
ingredient [13]-[15]. ResNet have residual block with
convolution that have the capability to process many layers.
Whereas CNN only have no more than 19 layers (in VGG-19)
[13], ResNet can have hundreds of layers (in ResNet-101)
[16].Current version of DeepLab is DeepLabV3+ with Atrous
Spatial Pyramid Pooling (ASPP) that can handle different
scale of patterns [17], [18].

The availability of remote sensing dataset invites deep
learning research to use this free data to help planners.
Satellite imageries have a lot of channels ranged from visible
frequencies to infrared and short and long wave frequencies.
For example, Landsat dataset can be accessed through United
States Geological Survey (USGS) official site [19]. This site
provides multispectral dataset (13 bands) with 30 meters
resolution. Each downloaded tile can capture metropolitan
area e.g., Jakarta-Bogor-Tangerang-Bekasi (JABOTABEK)
ared.

This study contributes to the use of deep learning
technology to RS-GIS domain, especially in semantic
segmentation. DeepLabV3+ was chosen since previous study
showed better performance compared with other methods. As
comparison, the Iterative Self-Organizing Clustering
(ISOCLUST) and Object-Based Image Analysis (OBIA) were
used. These applications are conventional methods that
combine manual and automatic processes. Three applications
were used i.e., MATLAB, IDRISI Selva, and eCognition. This
will run on Intel i5 and NVIDIA GeForce MX130 GPU
computer. In addition, this study will show that the computer
with limited resources can run deep learning method with
multispectral data.

II. METHOD AND DATA
A. Data

Deep learning method and dataset is interwoven. They
work together to process the dataset, that usually a big data, to
get the important information. Data was retrieved from
Landsat 8 OLI/TIRS sensor [20]. Because it only focuses on
semantic segmentation, the selected satellite image 1s a cloud-
free image. For the territory of Indonesia, it is usually in July
to October where most areas are entering the dry season. This




study us@Limdsal imagery captured on August 15, 2021,
with the Landsat Operation Land Imager/Thermal Infrared
Sensor (OLI/TIRS).

The tile was chosen in the area near JABOTABEK where
district was chosen as case study (Figure 1). Karawang district
is located at latitude and longitude of 107.3375791 and -
6.3227303, respectively. Karawang is a small, developing
district with two toll gates crossing this area, so land use/cover
management is needed to support this area. This area, which
is located east of the capital city of Jakarta, is a bridge between
Jakarta and Bandung. The northern part of this area is
bordered by the Java Sea, so that in the vicinity there are many
shrimp and other fish ponds.
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Fig. 1. Karawang, West Java, Indonesia

Figure 1 also shows the clipping process of Satellite image
to study area. The clipping process is carried out to limit the
segmentation process only to the study area using ArcMap
10.1 as a GIS tool. If six channels are to be used, then 6 images
in the form of frequency channels are needed. Every channel
will we clipped according to Karawang district region.

B. lterative Self-Organizing Clustering (ISOCLUST)

Deep learning and conventional methods will be used and
compared in this study. They have their own strong and
weakness. Iterative Self-Organizing Clustering (ISOCLUST)
1s the method used in hard classification of multispectral data.
In this method, some images with different channels work
together to get clusters. The clusters consist of segmented area
in pixel-wise with different color presentation. However, to
get the semantic of each segment e.g., vegetation, urban,
wetland, etc. further process should be done using
reclassification function.

This process takes from minutes to hours depending on the
skill of the researcher. In this study, IDRISI Selva 17 software
was used as a comparison.

ISOCLUST i1s widely applied and often used as a baseline
because of its semi-automatic nature where some stages are
automated with clustering, while other stages are still manual.

In the manual stage, the user's ability to sort one segment
class from another will determine the quality of the resulting

segmentation. This makes this method suitable for skilled RS-
GIS practitioners but not suitable for less skilled users.

C. Object-Based Image Analysis

The method that 1s based solely on color has a lack of
ability to classify shapes. To overcome this problem, a method
that combines color with shape has been developed, known as
Object-based Image Analysis (OBIA).

Several statistical analyzes were involved, such as the
mean and standard deviation. In this study, eCognition
software was used.

Xmear=2Xi/N (1)

SD = Erzl(x!_:'meanjz (2)

Where x represents data and n is amount of data. The
standard deviation uses average x. These two parameters
(mean and standard deviation) are used to cluster each
segment. The segmentation then needs to be processed to
identify the segment classes, which in computer science terms
1s called semantic segmentation.

After the image is imported, the multiresolution algorithm
works by segmenting it based on color similarity, average, and
standard deviation. Segment size can be predefined which in
this study is set to 30.

After the segmentation is formed, the next step is
classification. First the segment classes are entered, i.e., urban,
vegetation, and water. Furthermore, several points are
manually sampled that represent the segment class before the
classification process is run. Classification works by
comparing all pixels in the image with a sample of pomnts to
produce the right class. OBIA performs well enough to
produce a ground truth with a good level of confidence.

The parameters used in OBIA include the segmentation
method with color and shape combinations with color and
shape weights of 10 and 90, respectively. Segmentation
method with mean and standard deviation. For classification,
the prediction process applies the Nearest Neighbor method.

D. DeepLabV3+

DeepLabV3+ is proposed to improve U-Net performance.
In contrast to U-Net which is only based on Convolutional
Neural Network (CNN), DeepLabV3+ uses the ResNet
principle where only the residual part is carried out by the
convolution process.

The problem faced by the CNN-based segmentation
method is the inability to increase the number of layers due to
vanishing gradient, which is a condition where the training
process 1s unable to continue the process when the error
difference is small.

Because CNN uses convolution at the main layer, this
method requires large computational resources. So, the
performance of U-Net that uses CNN becomes slow. Another
thing that distinguishes DeepLabV3+ fromits predecessor, U-
Net, is that not all blocks are concatenated. Only up sampling
zmcﬂwn sampling are multiples of 4 and 0.25, respectively.

Figure 2 shows the architecture of DeepLabV3+. The
model is then created using the MATLAB programming
language.




Fig. 2. DeepLabV3+ Architecture

DeepLabV3+ uses the principle of encoder and decoder.
In the encoder section, the image features are extracted, then
with a decoder, the image features that have been extracted are
compared with the previous ones through concatenation. The
result is an image that has been segrmed according to the
segment class. In this method there is Atrous Spatial Pyramid
Pooling (ASPP) which is a DeepLab development to
overcome the problem of patterns of different sizes so that
they can be segmented properly. In addition, ASPP is proven
to increase la speed of the segmentation process.

Prior to the training process, the study area was divided
into three parts, one each for training, validation, and testing.
The division is as evenly distributed as possible where each
section has the same number of segment classes. This avoids
data imbalance that reduces deep learning training
performance.

The process of preparing training data, validation, and
testing still uses the same method, namely by clipping process
with GIS tool followed by conversion into matrix with
MATLAB. The result is a MAT file containing three data,
namely training, validation, and testing data.

The parameters value, 1.e., mitial learning rate, max epoch,
minibatch size, L2 regularization, and training option were
0.05a50, 16, and 0.0001, respectively. The training algorithm
was stochastic gradient descent with momentum (SGDM) the
gradient threshold was set to 0.05. Figure 3 shows training
performance of DeepLabV3+. The training process runs for
8.5 hours, until it stops when it reaches the stop condition.
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Fig 3. DeepLabV3+ Training Performance

III. RESULT AND DISCUSSION
This study uses MATLAB 2021a as a programming
language to assemble DeepLabV3+. ISOCLUST and OBIA
use IDRISI Selva 17 and eCognition 9, respectively. This
vertical application is widely used by RS-GIS researchers.

A. ISOCLUST Segmentation

The Iterative Self-Organizing Clustering (ISOCLUST)
method uses two stages, namely clustering and classification.
The clustering stage requires satellite images that have been
cropped according to the research area. Usually, many clusters
are generated. Therefore, we need a further process that is
classifying manually. In this study, three classes were
generated, including: urban, vegetation, and water. Urban in
the form of buildings, roads, and artificial fields. Vegetation
and water mean the land surface that contains plants and

water, respectively. Figure 4 shows the ISOCLUST
segmentation result.
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Fig. 4. ISOCLUST Se gmentation Result

B. OBIA Result

As with ISOCLUST, OBIA requires two stages, le.,
multiresolution clustering and classification. In OBIA,
clustering uses statistical methods, namely the average and
standard deviation, in addition to color differences.

The second stage is the classification stage. Previously, the
required segment class was defined, namely urban, vegetation,
and water. The working principle is to first make a sample of
the region for each segment class sufficiently. After that
eCognition classifies based on the sample that has been given.
Figure 5 shows the segmentation results for all image pixels.

In contrast to ISOCLUST which segmented the image per
pixel, OBIA segmented by region. The size of the region is
determined from the beginning, the smaller the region, the
segmentation process takes a long time, but with good
accuracy. The results of segmentation in OBIA are vector data
(polygons), in contrast to ISOCLUST which is raster data
(pixel based).
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Fig. 5. OBIA Segmentation Result
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As an experiment, in this study, OBIA uses red-green-blue
(RGB) images with three frequency channels. On the Landsat
standard, the r, g, and b channels are band 4, band 3, and band
2, respectively.

C. DeepLabV3+ Result

With MATLAB live script, code is generated for semantic
segmentation of a district. The live script was created by
modifying  U-Net to DeepLabV3+4 from the site:
https://www.mathworks.com/help/images/multispectral-
semantic-segmentation-using-deep-learninghtml.  As  an
illustration, the segmentation process can be seen at
https://www.youtube.com/shorts/nCwIWIYFVug. The
MATLAB App Designer can be used for users because it has
a GUI that makes it easier for users to use the application.

Background should be added because deep learning
classifies based on data in the form of a matrix, so it needs a
final process by separating the research area from the
background.
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Fig. 6. DeepLabV 3+ Segmentation Result

Figure 6 shows the results of segmentation with
DeepLabV3+ for three segment classes. The urban area is
dominated by the central part which is traversed by the main
route. The northern region is dominated by brackish waters.
Only a part of the area in the north is residential. In general,
the Karawang area is in the form of vegetation that needs to
be reclassified into agriculture or forest [21]. The accuracy of
DeepLabV3+ segmentation was 95%.

D. Discussion

Experiments show the performance of deep learning
compared to manual processes, especially in terms of
processing speed. Unlike ISOCLUST and OBIA which
require special skills, deep learning only prepares a few
images which are channels in satellite imagery (red, green,
blue, near infrared, infrared, and long infrared). So that with
the deep lcamingpplication there is no need for special staff
who understand Remote Sensing and Geographic Information
System (RS-GIS). DeepLabV34 was chosen considering that
previous researches showed better performance than U-Net
[11],[22], [23], PSPNet [24], FCNet [25], [26], etc.

TABLEL SEMANTIC SEGMENTATION PERFORMANCE
No. Method Accuracy (%) Speed
1. ISOCLUST 100 1-2 hours
2. OBIA 80 15 minutes
3. DeepLabVi+ 95 20 seconds

ISOCLUST is mostly used as a baseline, hence, in this
study, accuracy is considered to be ground truth accuracy,
which is 100%. OBIA in the cxpeﬂlent uses three
multispectral frequency channels, namely band 2 (blue), band
3 (green), and band 4 (red). After cross tabulation process, the
OBIA accuracy is about 80%.

The experimental results show the processing speed on
DeepLabV3+ is 20 seconds. In addition, deep leaming-based
applications have the characteristics of ease, where only by
inputting input data, the segmentation results and segment
classes are obtained directly.

The experimental results also show opportunities for the
application of deep learning for land cover segmentation.
Accuracy can still be improved by hybridizing with other
methods to overcome the shortcomings of each existing
method.

In addition to land cover, one of the advantages of deep
learning is the ability to classify patterns, so that it can be
applied to land use. Land use is different from land cover
because in land use, social and economic aspects are included
in the category, for example a building in land cover can be a
school, factory, settlement, etc. on land use.

IV. CONCLUSIONS

The application of deep learningfhas now penetrated
various domains, one of which is Remote Sensing and
Geographic Information System (RS-GIS). However, most
use data that comes from drones, or regular photos. In fact,
RS-GIS practitioners need multispecuffffimage processing
from satellites, such as Landsat. In this study, the
DeepLabV3+ method is applied to real satellite imagery of
Karawang district. After the training process, the resulting
model with 95% accuracy. In addition, the DeepLabV3+




method is much faster in segmenting regions than
conventional methods, namely ISOCLUST and OBIA. From
training to evaluation (testing), a device with limited
computational resource, e.g., laptop, personal computer, etc.
was used in order every RS-GIS practitioner can implement
the proposed method. Future research requires a system
capable of correcting errors (satellite errors, clouds, etc.) in
satellite images before the segmentation process is carried out.
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