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Abstract— Social media (Facebook, Instagram, Twitter,
ete.) nowadays can be used for analyzing the objects, e.g.
political views, products, services, etc. To understand the
performance of an object, the sentiment analysis has been
widely used to get the review from the consumers or users
(positive or negative responses). Today, in big date era, which
is a component of industry 4.0, many corpora are available and
can be accessed freely. A corpus can be utilized to train the
model through some methods. In this paper a Naive-Bayes
classifier was used to train a corpus from natural language
toolkits (NLTK) corpora. As a case study, sentiment analysis
for the sale movie “Avengers” was done from the twitter
hashtag #avengersendgame. The paper also proposed the
usage of a particular corpus to other different language
implementations, e.g. for Indonesian language. Through the
use of Tweepy and Pandas some Twitter tweets welil§ retrieved
and classified after pre-processing. The results showed the
capability of the NaiveBayes classifier both for English and
Indonesian language.

Keywords—Naive-Bayes Classifiier, Information Retrieval,
Tweets, Tweepy, Pandas.

I. INTRODUCTION

Understanding the consumer needs is a step to create
better product and service. Twitter and other social media
can be used to get the information about the product and
service. To process the information some algorithms have
been widely implemented in sentiment analysis [1]-[3].

To check the twitter posts, the information retrieval
method is needed. The sentiment analysis has been
successfully implemented in various purposes [4]-[6]. With
the text processing capability some regular expression can
automatically process the posts before classification [7]—
[10] [L1], [12]. Similar to structured data, the unstructured
data from twitter need a data mining method analysis, in
particular classification [6]. Since the sentence whether it is
positive or negative response difficult to be processed
automatically through the system, the data need labelling
process. Therefore the supervised classification is needed.
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Corpora have been widely used and available in the
internet. This text-based data can be used for another
purpose. The language is the main problem, especially when
implementation in non-English language. This study
proposed the usage of corpus for sentiment analysis and the
possibility to use for another language. In this case, the
hashtag twitter was used for sentiment analysis.

Many classification methods, with their characteristics,
have been implemented in a semantic analysis e.g. K-Nearest
Neighbourhood (KNN) [7], Fuzzy C-Means (FCM) [8],
Support Vector Machine (SVM) [9], [10], Naive-Bayes
Classification, etc [6]. The current study used Naive-Bayes as
the method to classify the tweets. Naive-Bayes is not the only
method for semantic analysis. Another method, e.g. SVM,
KNN, etc., has also been widely used [8]. In this study, we
focus on the automatic use of wrapping and analyzing the
hashtag from twitter before classification using Naive-Bayes
method. This method uses probability as the basis for
classification. The user not only sees the class but also the
probability of the classification. This cannot be found in the
hard-classification, e.g., KNN SVM [13]. The frameworks for
corpus usage in different language were also proposed in this
study. This research contributes to the utilization of a corpus
from other open access data available in the internet for other
purposes.

II. DATA AND METHODS

A. Data

This study used a corpus data for training the classifier. A
corpus from previous research also been employed from
Natural Language Toolkits (www.nltk.org), i.e. the Movie
Review. This compus contained more than 2000 reviews
contained the near complete statements about a particular
movie. It contains 1000 positive reviews and 1000 negative
reviews. About 400 data was used for testing to check the
accuracy. Each review has more than 200 words and has
already been checked whether it is positive or negative
response.

After having a good accuracy, the classifier will be used for
classify other particular objects, e.g. posts, comments, and
other statements from social medias (Facebook, Instagram,
Twitter, etc.). This study used a text-based corpus both for
training and testing data of a hashtag-tweet.

Another data was used to implement the trained data. A
hashtag twitter, #avengersendgame, was used. Twitter
(www.twitter.com) is a social media contained a post of short
sentence for expressing the idea, feel, comment, etc. A script in




Python, was created to grab some tweets related to a hashtag
which is discussed in the following section.
B. Methods

Naive-Bayes classification is named after Thomas Bayes, a
probability and decision theory specialist. The posterior
probability can be calculated by the following equation.

P(X|H)P(H)

P(H|X) PX)

(H

P(H|X) is posterior probability, of H conditioned on X.
Similarly, P(X]H) is the probability of X conditioned on H. This
usually called likelihood. The P¢H) is prior probability of H
and P(X), probability of X, used for normalized.

Naive term in Naive-Bayes classification appeared because
this method neglects some facts, especially the relation
between one class to other classes [13]. However, this method
with the probability characteristics still widely used.

Corpus is the meaningful information shared from any
institutions. The data sometimes have already been cleaned by
the institutions who share that corpus for their own purposes,
e.g. data mining, semantic analysis, etc. It can be used by other
institution for another purpose different with the first owner.
The compus used in this paper was a movie review. Every
review has been checked whether positive or negative
sentiment. Fig 1 shows the framework of training and testing
the model.

Two data were prepared, namely, training and testing data.
Each data has to be stemmed to exclude the prefix and suffix.
Python has already been prepared for the Porter stemmer. After
training, the tested-hashtag was used to check the accuracy of
the trained-data. The prediction from training (positive or
negative sentiment) was compared to the answer from trained-
data. If the accuracy was good enough, the model can be used
to check the comments retrieved from twitter.

The framework used only for the text-based corpus. Python
was used both for training and grabbing/wrapping hashtag
twitter. Python 2.7 was used since the Python 3.0 has not been
served for natural language toolkit (NLTK). The benefit of
Python use is that this language is open source, free, and many
toolkits (machine learning, information retrieval, etc.) are
available.
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Fig. 1. Training and Testing Framework

After using the Tweepy module for grabbing/wrapping the
tweets of a particular hashtag, the tweets were classified into
positive or negative response. For case study, the hashtag

“avengersendgame™ was chosen. Following is a pseudocode to
create the classifier.

[1] Importing the Naive-Bayes Module and data
trining from NLTK corpus.

[2] Define a function to extract feature.

[3] Preparing training data (movie_reviews from
NLTK_DATA was chosen) with positive and
negative review.

[4] Separating and labelling positive and negative
reviews.

[5] Devide the data for training and testing

[6] Extract data for training

[7] Training the extract data using Naive-Bayes
classifier.

[8] Walidate with test data.

[9] Find the most informative words from classifier
object.

If the classifier is good enough, it can be used to classify other

object. In this research a hashtag retrieved using the Tweepy

module and was helped by other module: Pandas. Following is

the procedure for retrieving some tweets.

1. Get Application Programme Interface (APl) Keys
(Consumer API Keys with API secret key) and Access
Token (with Access Token Secret) from twitter

(https://developer.twitter.com).

2. Install Tweepy and Pandas

3. Use code below to retrieved tweets from a hashtag. Pandas
is useful for presenting the text in frame format and

printing.

[1] import tweepy

[2] import pandas as pd

[3] importos

[4] #Twitter Access

[5] auth=tweepy.OAuthHandler( [Consumer API
Keys].[Consumer API Secret])

[6] auth.set access_token([Access Token
Keys).[Access Token Secret])

[7] api=tweepy. APl(auth,wait_on_rate limit = True)

[8] df= pd.DataFrame(columns=["text'])

[9] msgs=[]

[10] msg=[]

[11] for tweet in tweepy.Cursor(api.search,

q="#avengersendgame', rpp=100).items(100):
[12] msg = [tweet.text]
[13] msg = tuple(msg)
[14] msgs.append(msg)
[15] print(msgs)
[16] df= pd.DataFrame(msgs)
[17] print(pd)

Line 11 shows the q as hashtag variable to be retrieved with
numbers of tweets (e.g. 100 tweets). Some preprocessing can
be used to gather the only text from retrieved tweets. Basic text
processing is needed for cleaning the data from hashtag twitter,
especially to separate information from the xml code.




1. RESULT AND DISCUSSION

Python code (version 2.7) was implemented in Intel i5
processor with Windows 10 operating system. Data training
from corpora were trained (1600 data points) with 400 data for
testing. The accuracy result showed 73.5% with 10 most
informative words: outstanding, insulting, vulnerable,
ludicrous, uninvolving, astounding, avoids, fascinating,
animators, and darker. Therefore, it was good enough to use the
trained-model to classify the comment/review in Twitter.

Tweepy was used to retrieve the tweets in this study. Fig.
2 shows the result with 100 tweet samples of
#avengerendgame hashtag. In the implementation, of course,
we can use large samples to gather the benefit information of
our products, brands, etc. As an information, the corpus is
different with the hashtag in regard to the length of each
review/comment. However, the Naive-Bayes model
successfully classify the tested-review whether positive or
negative.
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Fig. 2. Retrieving Tweets Result

used

Some processing methods to eliminate the
unnecessary alphabets (prefix, suffix, and infix) as well as the
stop words which should be eliminated. The tweets inserted in
Naive-Bayes classification code to find the sentiment. Fig 3
shows the python result through the IDLE environment which
shows the positive sentiment with probability of 0.51.
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Fig. 3. Sentiment Analysis Result

The current result has a limitation. It only classify tweets in
English. However, for other language, a translator is needed for
a hashtag to be checked. Fig 4 shows the method to utilize an
English corpus to another language, e.g. Indonesian.

Google translate (www.translate.google.com) or other
translating tools are available for converting the corpus to
another language. Another language, e.g. Indonesian, have
their own stemming and lemmatization. Sastrawi is the famous
toolkit for stemming in Indonesian language. However, another
alternative can be used, ie. translating the tested-tweets into
English as shown in Fig 4.

Fig 4a shows the corpus utilization through the language
translation. In this study, Indonesian language was used.
Specific stemming is available in Indonesian, i.e. the Sastrawi.
After training the classifier, Indonesian hashtag can be
classified by the trained-classifier. In the other hand, Fig 4b
shows another corpus utilization method. Instead of translating
the corpus, this method translating the Indonesian hashtag into
English. The English trained-classifier would be able to
clagsified the converted-hashtag. For instant usage, the method
shown in Fig 4b is more appropriate since translating the
tested-hashtag need less processing than translating the corpus
data. But if the classifier will be used frequently, the translating
the corpus, stemming, and training the classifier should be
done.

Of course, it is better if we create our own corpus. But some
pre-processing tasks should be conducted to aveid the
inaccurate result. Therefore, it is safe to use the established
corpus. In this study the trained-data hardly separated into
positive or negative and avoiding neutral because we have to
decide whether a sentiment is positive or negative.

The accuracy of the classification in this study depends on
the translator. Therefore, another grammar tools, e.g.
Grammarly, smallseotools, etc. should be used, instead of just
a word-to-word translator. For the implementation the
userfriendly interface would make the management decide the
next marketing strategy.
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Fig 7 shows that the #aadc2 has positive sentiment with the
probability of 0.66. Therefore, this Indonesian movie shows

For testing the proposed corpus utilization, a hashtag the good acceptance in the market.
#aadc2 was retrieved. Fig 4b method was used by translating .
the Indonesian hashtag into English before classification. Fig 5
shows the grab result of #aadc2 hashtag as tested data. After
pre-processing (stemming, deleting the standard xml code, and
following the classifier standard script), the tested-hashtag
were translated using a translation tool, for example
www.translate.google.com (Fig 6).

Fig. 4. Corpus usage for other languages Classification
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Fig. 7. Sentiment Analysis Result.

This method can be used for other object, e.g. products,
services, ideas, etc. In addition, this system can be used to
detect some bad comments, bullying statements, terrorist
discussion, etc. In addition, the combination method between
Naive-Bayes with other methods might be interesting to get
caya better accuracy.
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IV. CONCLUSIONS

Both the corpus and information from social medias is free
and can be access casily today. With the Twitter API, the
information from tweets can be mined and classify for

e a1 _on 17 sentiment analysis automatically. This study used NaiveBayes
13 Cobd% Fig  classifier to classify the post whether positive or negative
which is trained from a corpus. The result showed that this
method was able to classify some tweets retrieved from a

After translation a sentiment analysis engine with the particular hashtag into l'_’[_’f"iti"c and n_cgativc response. T_he
classifier inside it translated the tested-hashtag. This step is Study alsoshowed the ability of an English-based corpus doing
the sentiment analysis for a non-English tested-hashtag, after
classifying their translated-hashtags (with some different
stemming and lemmatization methods according the
testedhashtag language). The study can be implemented for
other purposes such as for analyzing the policies, business
products, elections, and so on. Future research on image-based
corpus
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5. Corpus usage for other languages Classification

similar to analyzing #avengerendgame hashtag in section 2.




will be done from the social media e.g. Facebook, Instragram, Retrieval, no. c. Cambridge: Cambridge University etc., as well
as with a hybrid method and a combination of Press, 2009. other machine learning tools, e.g. Keras, TensorFlow, etc.
[13] M. Han, Jiawei; Kamber, Data Mining, Concept and
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