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n Abstract—Growth prediction in a developing cities is
important for the city planners to prevent environmental
gradation, social and health problems, improper land-use
ation, etc. Bekasi City in Indonesia, is experiencing rapid
ban growth and as a “post-suburbia™ city faced many
blems related to the land use management. This paper
proposed a combination of Nonlinear Autoregressive with
External Input (NARXNET) and the Support Vector
Regression (SVR) to predict the land-use growth in the study
area. The result showed the proposed method was able to predict
the number of land-use in Bekasi City several years ahead.

Keywords— land-use growth, non-linear regression,
postsuburbanization, Bekasi City

I. INTRODUCTION

Cities worldwide, especially near the metropolitan area,
are experiencing rapid urban growth with postsuburbanization
phenomenon. This phenomenon is characterized by higher
land-use growth and more important than before compared to
the central city [1], [2]. Predicting the urban growth of this
“post-suburbia™ city is useful for the city planners to handle
the urban growth effects, e.g. environmental degradation,
slums area, social and health problems, ete. [3].

Rescarch on urban growth prediction often used a
multilayer perceptron neural network (MLPNN) as a
prediction tools in IDRISI software [4]—[6]. Neural network
with the backpropagation learning method have been widely
used [7]- [11EDne of the neural network regression methods
is Nonlinear Autoregressive Neural Network with External
Input (NARXNET) with the external input (exogenous
variables) as intervention indicators. However, another
method, i.e. Support Vector Regression (SVR), has been
widely studied [12], [13]. Both MLPNN and SVR have
similar capability in handling non-linear data.

This paper proposed the integration between NARXNET
and SVR. NARXNET was used as initial prediction before
land-use prediction through SVR. Before land-use prediction,
both NARXNET and SVR were validated using the existing
data. Both Mean Average Percent Error (MAPE) and Mean
Square Error (MSE) were used in accuracy calculation.

The rest of the paper is organized as follows. After
discussing neural network and support vector prediction
methods and comparison, the proposed method predicted the
land-use growth in Bekasi City from 2015 to 20130 based on
the previous data. The results are discussed and concluded.

II. METHODS

There are two kinds of regression: linear and nonlinear
regression. Nonlinear regression has an advantage in handling
nonlinear data that occur in real life. Both NARXNET and
SWVR can be used to predict the nonlinear data.

A. NARXNET

Neural network mimics the brain works with the neuron to
transfer the information. Weights and biases were set to the
neurons by a learning mechanism. The famous learning
method is backpropagation which reset the weight and bias
backward if there is some errors compared to the target [9].

Inputs in neural network were variables of a system. In
projection, the wariables were the previous prediction.
NARXNET used previous prediction and another variable
called external input/intervention indicators. In this study the
external input was population. Fig 1 shows the NARXNET
structure with the window mechanism.

External input was used to guide the network in predicting
whether the prediction is increasing or decreasing. However,
the number of land use still become the main part of the
prediction model and the model should not use a lot of
external input since the problem is projection based on
previous data.

In this study a NARXNET function in Matlab software
was used with the simple GUT as user interface. Nine neurons
were used, sigmoid function in hidden layer and purelin
function in output. Iteration are 1000 epoch and other
parameters such as learning rate and goals are 0.001 and
0.00000001 respectively.
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Fig. 1. NARXNET Structure

The previous data were used for prediction. The prediction
results were used as input in next prediction. With the external
input (in this study used population data), this method
predicted number of land use several years ahead.

B. SVR

SVR uses Support Vector Machine (SVM) as a prediction
mdg#od. Points as support vector were find as classifier. SVR
as kemel-based machine learning was applied to tasks, e.g.
function afffroximation and regressive parameter estimation
[12]-[15]. SVR run iteratively to find the weights and biases
as follows:

W.X+b=0 (1)
Hi: wo+ wix; +waxa= 1 fory-.=+] (2)
Haz: wo+ wix) + waxz < 1 for yi=-1 (3)

where W is weight, b as bias, and X as variables. A hyperplane
was found to separate Hi and Hz according to equation (2) and
(3). Two function in Matlab were used, i.e. “svmtrain” for
training and “‘svmclassify” for classification. The gauss
function was used as kernel function.

C. Data

Land-uses in Bekasi City were captured using historical
data men{@n Google Earth Pro. Ten Land-use classes were
used, i.e. commercial, industrial, elementary school, middle
school, college, sport, medical, park, high density residential,
and low density residential.

Table 1 shows the current and the historical data of landuse
in Bekasi City (shown as a map in Fig 2). Some land-uses
have a tendency to increase, except the park class. The Bekasi
City population increased up to 3 million in 2018.
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Fig. 2. Bekasi City as Study Area
Table 1. Land Use Data
LU Class 2003 2000 2009 2012 2015 2018
1. Commercial 245 276 309 325 344
355
2. Medical 87 92 101 107 118
121
3. Sport 19 23 24 24 20
27
4. HD Res 2122 2217 2262 2282 2326
2379
5. Industrial 118 131 139 149 154
167
6. LDRes 1446 1481 1580 1539 1537
1362
7. College 35 35 37 38 38
40
8 Middle
School 202 203 203 206 207 210
9. Elementary
School 270 270 272 272 273 271
10. Park 1904 1904 1887 1858 1772
1805
Population
{millions) 188 208 232 252 273 3.01

D. Proposed Method

Both methods showed good prediction performance
using data in Table 1. Mean Average Percent Error (MAPE)
was used for error calculation:

1 actua!-rlredfcrl'ﬂn)
MAPE=Xabs(— ) 4)

n actual

SVR outperformed NARXNET with 3.79% against
8.98% MAPE. As comparison, another methods, i.e. linear




regression had MAPE about 21.15% error. However, SVR
need input data before prediction that can be supplied by
NARXNET with its ability to predict only with external
input (population). The algorithms of the proposed methods
are as follows:

Use NARXNET with the historical data to predict land
uses from 2003 to 2030 and its population with 9
neurons.

2. Check whether the Mean Square Error (MSE). If MSE
greater than 0.3, stop the training and start prediction.

3. Use NARXNET prediction result and the population as the
4. Start SVR module
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MAPE) and linear regression (21.15% of MAPE). The MAPE
of NARXNET with SVR showed the accuracy of 91.41% that
was good enough for land-use prediction.
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Fig. 3. NARXNET and SVR combination for LU Prediction

Fig 3 shows an example to predict Ts to T, using
NARXNET based on population growth (left) and refine the
result through the use of SVR to predict T's to T, (right). Four
data (Ti, T2, Ta, and Tx) and external input (population growth
from T, to T,)) were used to create a prediction model. These
data were separated into some groups which are called
window. First tuple Ty and T> were used to predict T3, Second
tuple T> and T; were used to predict T4 and continue until the
last Tu2 and Tyn1y were used to predict Ty, Both the window
and the prediction result from NARXNET then were predicted
through the use of SVR with the result T's to T", as the
revision from NARXNET’s result. The predictions are shown
in red color in Fig 3.

E. Validation

Validation is an important phase before a model is used for
land-use prediction. The actual value is compared with the
prediction from the model. In Fig 3 the actual value of Ts is
compared with the prediction (in NARXNET and SVR). In
this study, number of land use in 2018 was used for validation
through MAPE calculation in equation 4. Table 2 shows the
comparison of three methods, i.e. NARXNET, NARXNET
with SVR, and linear regression. NARXNET with SVR
(8.59% of MAPE) outperformed both NARXNET (8.98% of

Table 2. Comparison with other methods

Land Use MAPE
Class NARXNET

NARXNET  with SVR Regression
Commercial 14.63% 17.55% 50.58%
Medical 35.15% 39.92% 11.74%
Sport 17.10% 25.43% 133.33%
HD Res 6.12% 3.15% 32.01%
Industrial 24.79% 11.65% 56.12%
LD Res 16.29% 13.46% 12.73%
College 17.28% 9.69% 25.60%
Middle School 0.19% 1.92% 1.08%
Elementary
School 1.43% 1.51% 3.52%
Park 10.63% 13.10% 11.73%
Total 8.98% 8.59% 21.15%
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Fig. 4. NARXNET GUI (a) and SVR Script (b)

A Graphic User Interface (GUI) of NARXNET prediction
was created to supply input data for SVR module. Both
NARXNET and SVR module are from Matlab 2013 software.

1. RESULT AND DISCUSSION

With two data input as window a NARXNET GUI
generated 80 rows prediction. From 2018 to 2030 (in
threeyear period) NARXNET used extemal input and
previous prediction result to predict the land use. Fig 4 shows
the running GUT of NARXNET (a) and SVR script (b).

Prediction results from NARXNET were used as the input
of SVR. NARXNET module shown in Fig 4.a was run several
numbers until finding the best MAPE score.

SVR module then refined the NARXNET result with new
predictions as shown in Fig 5 and Table 3 in which most of
the land use increased except the park. Therefore, city
planners need a proper land-use plan to handle this rapid
landuse growth because of the limited area of Bekasi City for
land use.
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Fig. 5. Land Use Prediction
Table 3. Land Use Prediction
No LU Class 2003 2006 2009 2012 2015 2018 2021 2024 2027 2030
1 Commercial 245 276 309 325 344 355 31635 29582 28551 29258
2 Medical 87 92 101 107 118 121 122.83 108.01 12822 112.06
3 Sport 19 23 24 24 26 27 20.70 20.33 20.97 20.24
4 HD Res 2122 2217 2262 2282 2326 2379 237052 230177 230130 220542
5 Industrial 118 131 139 149 154 167 17117 16446 16732 167 87
6 LD Res 1446 1481 1580 1539 1537 1362 142776 157217 1258.15 1548.12
7 College 5 35 37 38 38 40 42.63 38.05 43.40 39.73
8 Middle School 202 203 203 206 207 210 20743 21299 20769 21292
9 Elementary School 270 270 272 272 273 271 27253 27053 27040 27136
10 Park 1904 1904 1887 1858 1772 1805 168295 167180 167866 171343

IV. CONCLUSIONS

Planners need a land-use growth prediction tool to manage
the current and future land use as well as to avoid the potential
negative effects from rapid urban growth. Results showed that
the combination of NARXNET and SVR were able to work
together in predicting the land-use growth for several years
ahead. The accuracy of the proposed method also
outperformed the other methods, i.e. NARXNET and linear
regression. The prediction result can be used as a base for land
use optimization as well as land use simulation where exe
land use location are predicted. The result can also be used as
a warning for local city government to control the growth of
land use and the population.
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