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Abstract—Currently the world is experiencing a Corona
Virus Disease (Covid-19) pandemic which attacks the
respiratory tract and spreads very quickly to various countries
including Indonesia, so the World Health Organization (WHO)
has declared Covid-19 as a pandemic. To overcome this
pandemic, experts in the medical field also intervened by
making vaccinations to strengthen human immunity against
the Covid virus. This sentiment analysis was carried out to see
opinions on the object, namely the existence of a Covid-19
vaccine. Data collection by crawling data with the keyword
'Covid Vaccine'. The method that will be used is the Support
Vector Machine (SVM). The analysis was carried out by
comparing the classification accuracy values of the two SVM
kernel functions, namely linear and Radial Basic Function
(RBF). The results of the study obtained positive sentiment of
43.5%, negative of 19.1%, and neutral of 37.4%. Then the
evaluation of the system using the confusion matrix obtained
an accuracy value for the linear kernel of 79.15%, a precision
value of 77.31%. and a recall value of 78.09%. While the RBF
kernel has an accuracy of 84.25%, a precision value of 83.67%,
and a recall value of 81.99%. While the cross validation
obtained the optimum value at k = 1 with an accuracy value of
80.18% for the linear kernel and 85.88% for the RBF kernel.
So the RBF kernel has a higher accuracy than the linear
kernel.

Keywords—Covid-19, Vaccine, Support Vector Machine,
Linear, Radial Basis Function.

I. INTRODUCTION

Advances in technology, one of which is the internet,
makes it easy for us to exchange information or express
thoughts, opinions, and respond to events through online
media [1]. Online media to exchange information with others
can be called social media. One type of social media that is
widely used 1s Twitter. Twitter is a microblogging service
where the flow of interaction is faster than blogs [2].
Microblogging can be optimized as a channel for fast
interaction, so that concise and important information can be
known by other users. This makes Twitter often used as a
medium to provide experiences, share opinions, and respond
to events. This response or experience can be classified to
determine sentiment on a topic or can be called sentiment
analysis [3]. Therefore, sentiment analysis is one solution to
the problem of classifying opinions or reviews into positive
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or negative opinions. The opinion that will be reviewed in
this@tudy is the Covid Vaccine in Bahasa.

Currently the world is experiencing a Covid- @ pandemic
(Corona Vimus Disease-19) where this virus attacks the
respiratory tract and spreads very quickly. In addition to the
implementation of strict health protocols, other effective
interventions are needed to break the chain of disease
transmission, namely through vaccination efforts. Covid-19
vaccination aims to reduce the transmission / transmission of
Covid-19, reduce morbidity and mortality due to Covid-19,
achieve group immunity in the community (herd immunity)
and protect the community from Covid-19 in order to remain
socially and economically productive [4].

Research conducted is the application of the SVM
algorithm for sentiment analysis on the twitter data of the
Corruption Eradication Commission of the Republic of
Indonesia [5]. Classification is divided into negative, neutral,
or positive responses. The results of the testing and
evaluation of the research are the accuracy of the test results
by 82% and precision testing by 90%, as well as recall by
88% and fl-score by 89%. Another sesearch conducted is
applying the SVM method in the classification of public
figure tweet sentiment [6]. Classification is done by using the
RBF kernel and polynomials on the SVM method. In this
study to see the level uglccuracy produced. From these
results, it was found that the RBF kernel provides a better
accuracy rate than the polynomial kernel with the accuracy
for the RBF kernel on unigram features of 72.5% and the
accuracy of the polynomial kernel only 72%.

In addition, the SVM algorithm for sentiment analysis
reviews ruang guru applications [7]. Classification is done to
see the positive or negative response. The SVM kemel used
in this study are linear, RBF, and polynomial. From the
results of this study, it was found that a high accuracy value
was in the range of 90% with a linear kemel giving a better
accuracy value than RBF and polynomials. A Study on the
Implementation of Support Vector Machines for Sentiment
Analysis of Twitter Users towards Telkom and Biznet
Services [8]. With the aim of analyzing the sentiments of
twitter users towards Telkom and Biznet services. Tests
using the Confusion Matrix and K-Fold Cross validation are
intended to share training information and testing
information. K-Fold Cross validation and Confusion Matrix
share the results of an accuracy value of 79.6%, precision
76.5%, recall 72.8%, and Fl-score 74.6% for Telkom, and
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accuracy 83.2%, precision 78, 8% recall 71, 6%, and F1-
score 75% for biznet.

Based on the description above, this research is about
sentiment analysis on social media (Twitter) to classify
Twitter user responses to the keyword in Bahasa is "Vaksin
Covid "into positive, negative or neutral responses. In this
study the classification method used is the Support Vector
Machine (SVM).

II. LITERATURE REVIEW

A. Sentiment Analysis

Sentiment analysis is a branch of text mining research.
Specifically, the purpose of text mining can be divided into
two, namely text data categorization and text clustering. In
categorization, text mining is used as a tool to find categories
that match the specified class (supervised learning), while
grouping in text mining functions as a tool to group text data
based on similar characteristics, and clustering can be used to
label unknown classes [9].

Text mining is a process of mining data in the form of
text where the data source is usually obtained from
documents and the goal is to find words that can represent
the contents of the document so that an analysis of the
connectivity between documents can be carried out. Data
mining (Pattern Discovery) is the process of seeking
knowledge or patterns that are interesting/valuable.
Evaluation is the interpretation of patterns found [10]. The
purpose of text mining is to extract useful information from
data sources. So, the data source used in text mining is a
collection of documents that have an unstructured format
through the identification and exploration of interesting
patterns. The stages of text mining are tokenization, lower
case, removing tad abaca, stemming, and filtering.

B. Twitter

Twitter is a microblogging service that was officially
released on July 13, 2006. Twitter's main activity is posting
short things (tweets) via the web or mobile. The maximum
length of a tweet is 140 characters, about the character
length of a newspaper title. Twitter being an almost
unlimited source used in text classification, there are many
characteristics of twitter tweets. Meanwhile, in Indonesia,
the number of Twitter users reached 14.05 million as of
January 2021 [11].

C. Support Vector Machine

Supervised Learning Method is a learning method to
find the relationship between input attributes and
target/class attributes from the training data to be used as a
model and can be used to predict the value of the target
attribute. In the supervised learning method, the attribute
already has a label and is then used as a model. The model is
used for classification at the next test stage. In sentiment
analysis, the supervised learning method is useful in
determining the opinion of a product that is more likely to
be positive or negative [12].

The Support Vector Machine (SVM) algorithm is a type
of supervised learning method [13]. The general
characteristics of SVM are summarized as follows: SVM is
a linear classifier, pattem recognition is done by
transforming the data in the input space to a higher-
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dimensional space (feature space) and optimization is
carried out on the new vector space, implementing a
Structural Risk Minimization strategy (SRM), basically only
able to handle the classification of two classes, but has been
developed for the classification of more than two classes
with pattern recognition.

SVM technique aims to find the optimal hyperplane.
Hyperplane that can divide the two classes with the farthest
margin between classes. Margin is the distance between the
hyperplame and the closest pattern of each class. The
instance closest to this is called the support vector. In real-
world problems, data sets are generally non-linearly
separated. To solve this problem, you can use the kernel
trick on space. In general, the kernel function is to convert
the power set in the input space into a feature space with a
higher dimension. By using the kernel trick, you only need
to know the kernel function used to determine the support
vector and you don't need to know the shape of the
nonlinear function. In general, there are 3 types of kernel
functions, namely kernel linear, kernel Gaussian / Radial
Basis Function (RBF), dan kernel polynomial.

D. K-Fold Cross Validation

K-fold cross validation is a technique for validating
datasets to find good accuracy [14]. This technique divides
the dataset into k subsets. One of these subsets will be used
as test data and the remaining k-1 subsets will be used to
process training data. This process is carried out k times so
that each subset will be the test data of the model. This
process will get k performance scores from the learning
process. All these performance values will be averaged and
the value with the highest average will be selected as the
model. K-fold cross validation has the advantage of being
able to classify datasets more efficiently, but this method
has a weakness in that the computational process used will
be larger because it processes k times.
E. Confussion Matrix

Confusion matrix is a matrix that displays a visualization
of the performance of the data classification algorithm in the
matrix [15]. It compares the predicted classification to the
actual classification. The confusion matrix table can be seen

in table 2.1.
TABLE . CONFUSION MATRIX

Prediction
Actual _ §
Positive Negative
Positive True Positive FFalse Negative
Negative False Positive True Negative

From the confusion matrix table, the accuracy, precision,
and recall values can be calculated. Accuracy value is a
value that describes how accurate the method used in
classifying is correctly from the entire existing data. The
precision value describes the number of correctly classified
positive category data divided by the total data classified as
positive. The recall value shows what percentage of the
positive category data is classified correctly. It can be seen
in the following formula:

TP+TN

Acuracy = —————
TP+TN+FN+FP

x 100%
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. TP
Precision = x 100
TP4+FP %

_ TP
Recall =t ¥ 100%

[II. RESEARCH METHODS

In this study, a sentiment analysis system will be built on
social media, namely Twitter. The use of Twitter as a data
source is because Twitter uses more text in it and Twitter is
widely used to exchange opinions or express opinions
related to a topic. So that sentiment can be analyzed based
on opinions or opinions from Twitter users. Data retrieval or
data crawling uses the Python language with a workspace,
namely Jupyter Notebook.

Data collection based on opinions related to a topic
on Twitter. The topic that will be taken to discuss the
sentiment analysis is "Covid Vaccine". This topic had
become a hot discussion and controversy in the community
because the vaccine was not yet clinically tested and there
were side effects. After specifying keywords, in order to
access data and collect data or crawling requires a developer
twitter account. So a twitter developer account needs to be
created in order to get the twitter APT which will be used to
collect data. After that, the data will be processed at the
preprocessing and labeling stages. The processed data will
then be analyzed using a support vector machine (SVM)
algorithm with a linear kernel and a radial basis function
(RBF). The flow of the research method can be seen in
Figure below.

Create 3 Crawling Case

Data Folding

developer
Twitter account

L] rexemizari oata
| | : Cleansing
. | N | Term 3 | sentiment Evaluation the
Labeling Weighting analh_\::';s gﬁ:sss result

Figure 1. Research Methods.

IV. RESULT AND DISCUSSION

A. Data Collection

The retrieval of data from tweets is known as the
crawling process. The crawling process is carried out in the
python programming language using the API provided by
twitter with the keyword in Bahasa is “Vaksin Covid-19".
Before the program is run, it is necessary to register with the
Twitter developer first to get the API token. After
registering, the tokens used are consumer key, consumer
secret, access token and access token secret, which are APIs
for access to Twitter data. In the crawling process, only use
attributes as needed that will be used in the processing of
sentiment analysis, namely id and text. Id is the identity of
each tweet, and the text contains the tweet itself. The crawled
data is shown in table 2.

TABLE 2. CRAWLING DATA RESULT.
Id Tweet
4 July - Number of COVID-19
vaccines administered to 3 July
‘The one that's valid on RTM News'
#RTM #RTM75 #TerusUnggul
#BeritaRTM #COVID 19Malaysia
#PKP #LindungDiriLindung All

1411539632014060000

#PEMULIH
hitps:/it.co/0¥ oljbApRO

B. Pre-Processing

Before carrying out the sentiment analysis process on
tweets, it is necessary to clean the data first, which aims to
reduce words that have no effect on the results of data
processing, so that the system can process accurately. The
stages of pre-processing are as follows:

1. Case Folding
The crawled text contains a variety of uppercase
and lowercase letters. In case folding will change all
letters to lowercase. The results of case folding are shown

in table 3.

TABLE 3. CASE FOLDING RESULT.
Before case folding After case folding
4 July - Number of COVID-19
vaccines administered to 3 July
The one that's valid on RTM
News'

H#RTM #RTM75 #TerusUnggul
#BeritaR TM #COVID19Malaysia
#PKP #LindungDiriLindungAll
#PEMULIH
https:/t.co/0Yo 1jbApRO

4 july - the number of covid-
19 vaceines given to 3 july
‘valid on rtm news
#rim #11m75 #erusunggul
#beritartm #covidlYmalaysia
#pkp #lindungdiridindungall
#pemulih
https:/it.co/Oyoljbapro

2. Cleansing Data
In cleansing the data will be deleted such as
hashtags, numbers, tags, users, and other characters
other than letters will be removed. This process aims to
reduce random errors (noise) in the tweet data to be
classified. The results of data cleansing are shown in
Table 4.

TABLE 4. CLEANSING DATA RESULT.
After Case folding Data Cleansing
4 july - the number of covid-19 | july the number of valid
vaccines given to 3 july covid vaccines so faron
‘valid on rtm news the news rtm
#rtm #rtm75 #terusunggul
ftbertartm f#eovidl 9malaysia
#pkp #lindungdiridindungall
#pemulih
https:/it.co/lyoljbapro

3. Tokenization

At this stage it will break the paragraph or sentence
in the tweet into smaller parts, namely words that stand
alone. Tokenization results are shown in table 5.

TABLE 5. TOKENIZATION RESULT
Data Cleansing Tokenization
july the number of valid [fuly', amount',
covid vaccines so far on the ‘administration’, 'vaccing',
news rm ‘covid', 'so far', july', 'which!,
‘valid', 'at', ‘news', 'rtm']

4. Normalization
In the normalization process, words originating
from tweets will be corrected for spelling to conform to
the KBBI. The results of normalization are shown in
table 6.
TABLE 6. NORMALIZATION RESULT.

Tokenization Normalization

[july’, '‘amount', [Yjuly', 'amount',
‘administration’, 'vaccine', 'administration', 'vaccine',
‘covid', 'so far', july', ‘which', ‘covid',

‘agree’, july’, 'which',
'valid', ‘at) 'news’, 'rtm'] ‘valid', 'at', ‘news', 'rtm']

5. Stopwords
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This step aims to eliminate words that are considered
meaningless such as conjunctions, prepositions, and
others. The results of the stopwords are shown in Table 7.

TABLE 7. STOPWORDS RESULT.
Normalization Stopwords
[july', ‘amount', ‘administration’, [july', 'gift', vaccine',
‘vaccine', ‘covid', 'agree’, july', ‘covid', ‘agreed'. ‘july'.
‘which', ‘valid', ‘ar', ‘news', 'm'] ‘authentic’, 'news']

6. Stemming

The stemming process is looking for basic words
from the stopwords results. Each word will be changed
to its root word, this change includes the removal of
affixes and derivatives of the word. The stemming
process uses the Sastrawi library. The results of
stemming can be seen in table 8.

TABLE 8. STEMMING RESULT.
Stopwords St
[Yjuly", 'gift', "vaccine', ‘covid',
‘agreed’. july', ‘authentic',
‘news']

[july', ‘berry', 'vaccine',
‘covid', agreed, "july’,
‘authentic. 'news"]

7. Merge Word and Translation into English

After the data goes through the preprocessing stage,
it needs to be recombined. After that, the words were
translated into English. This change was made because
the data still used foreign words. So to make the word
uniform, it needs to be changed into English, in addition
to making the labeling process easier. The process of
converting to English is carried out with the function of
the google spreadsheet, namely
"=GOOGLETRANSLATE("text","id","en")" where the
word text is the cell that will be changed from
Indonesian to English. Examples of translated data can
be seen in Table 9 below.

TABLE 9. TRANSLATION RESULT.
Text Bahasa Text English
july gave the covid vaccine July give valid takat covid
agreed july is valid news vaceing news

C. Labelling and Sentiment algorithm SVM

The labeling classification process is carried out using
python with the TextBlob library to determine the
polarization of cach tweet data so that the tweet data will
automatically get the polarization value. After getting the
polarization value, the tweet data will be categorized into 3,
namely positive, negative, and neutral. If a tweet with a
polarization greater than 0 (=0) will be labeled positive, a
tweet with a polarization less than 0 (< 0) will be labeled
negative and a tweet with a polarization equal to 0 (= 0) will
be labeled neutral. Examples of polarization results are

shown in table 10.
TABLE 10. LABELLING RESULT.

3314 neutral classifications. The results can be seen in the
following figure.

In [92]: print("Netral
print(“positif
print(“Negatif

1", (sum(df['Score']=="neutral'})))
", (sum(df[ 'score']=="positive')))|
1", (sum(df['score’]=="negative'}))

Netral : 3314
positif : 4e87
Negatif : 1ses

Figure 3. Labeling Process Resulis.

The results of the labeling obtained will be visualized in
the form of a word cloud. In making WordCloud using the
WordCloud library and matplotlib.pyplot. The results of the
visualization of all data which is a combination of positive,
negative, and neutral labeling are shown in Figure 2.

covid

1ya

vaksinasi

Figure 2. WordCloud of All Tweet.

From the labeling classification process that has been
carried out, the percentage of positive sentiment is 44.38%,
the percentage of negative sentiment is 19.64%, and the
percentage of neutral sentiment is 35.98%. Based on the
percentage results obtained, it is known that the positive
response to the covid vaccine is good because the number is
greater than the negative response. However, there are still
some people who are neutral about the existence of a covid
vaccine.

Reported from the official website of the Ministry of
Health's vaccine on 28 Oktober 2021 that 56 per 100
Indonesian population targets had received one dose (the
total target of the vaccination target until the final stage). So
people tend to vaccinate.

D. Evaluation Classification
Evaluation of the classification algorithm uses two
methods, namely the confusion matrix and k-fold cross
validation.
1. Evaluation Using Confusion matrix
The evaluation is done by knowing the accuracy
value on the SVM linear kemel and RBF. The method
used is the confusion matrix. After classifying the SVM
algorithm with a linear kernel, the accuracy value is

Text English Polarization Label 79.15% with the confusion matrix table shown in table
July give valid takat covid . 11.
N . 0.05 sitive
Vaccing news posiive TABLE 11. CONFUSION MATRIX LINEAR KERNEL.
covid drug dock drink let 0714285714 negative Actual
sick vaccine vaceine vaceine
Siti Fadilah said Nidom prof Negative Neutral Positive
L"“,ad““"’?“‘? Lcamrlcmrlcr 0 neutral Negative 258 49 35
covid vaccine vaccination
appointment Predict Neutral 49 568 46
Positive 74 111 632

From the results of the labeling process, there were 4087
positive classifications, 1808 negative classifications, and
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To prove the calculation of the accuracy value
obtained from the confusion matrix table with the

formula:
Tpos+ TNet+TN

Tpos+FPos+ TNet+ FNet+ TN+FN
632 + 568 + 258
632 + (55446) + 568 + (49 + 111) + 258 + (49+74)

Accuracy =

Accuracy =
Accuracy = —22 — 07915309 = 79,15%
1842

Also obtained a precision value of 77.3198% or
77.32%. Furthermore, the recall value obtained in the

linear SWM classification is 78.09%. The evaluation of

the classification of the SVM algorithm with the RBF
kernel obtained an accuracy value of 84.25% with the

confusion matrix table shown in table 12.
TABLE 12. CONFUSION MATRIX RBF KERNEL.

Actual
Negative Neutral Positive
Negative 248 54 60
Predict Neutral 16 629 18
Positive 42 100 675

To prove the calculation of the accuracy value
obtained from the confusion matrix table with the

formula:
Tpos+ TNet+TNeg

Accuracy =
Tpos+FPos+ TNet+ FNet+ TNeg+FNeg
Aceuracy = 675+ 629+248
CCUTACY = 754142+ 620+ 34 + 248 +308
1552 _ _ o
Accuracy = o 0,84256 = 84,25%

The results of the evaluation carried out on the
classification of the SVM kernel RBF algorithm can be
shown in the following figure.

confuslon metrix B
[ ]

Figure 4. SVM RBF Classification Evaluation.

The precision value of the SVM RBF classification
was also obtained at 83.67%. Furthermore, the recall
value obtained in the SWM RBF classification is
81.99%. The comparison of the evaluation results of
linear SVM classification with SVM RBF can be seen

in table 13.
TABLE 13. COMPARISON OF EVALUATION RESULT.

Kernel Accuraey Precision Recall
Linear 79,15% 77.31% 78,09%
RBF 84,25% 83.67% 81,99%

The results of this study obtained less than optimal
results because the amount of labeling classification
data from the results of positive, negative, and neutral
sentiments was not balanced or not the same amount of
data. In addition, there are still foreign words from
regions in Indonesia. So that in the preprocessing
process these foreign words are also processed. Then
in the process of translating words into English these

words cannot be translated. Thus affecting the results
of the accuracy value.

Evaluation Using K-Fold Cross Validation

At this stage, an evaluation of the sentiment
classiffation of the SVM kernel linear algorithm and
RBF is carried out using the k-fold cross wvalidation
method. The fold size used is ten (k=10) because 10-
fold cross validation is one of the recommended k-fold
cross validations for selecting the best model because it
tends to provide less biased estimates. This is to
determine the composition of the kernel that has the
most optimum performance. The results of the 10-fold
cross validation test can be seen in table 14.

TABLE 14. CROSS VALIDATION SVM.

SVM (%)
Fold

Linear RBF
1 80.18 85.88
2 76.25 83.17
3 77.74 83.08
4 79.64 84.80
b 78.42 83.58
6 77.06 84.39
7 77.20 83.03
8 78.26 84.23
9 78.53 85.86
10 77.98 84.51

From table 15 the form of the graph is shown in
Figure 15.

Cross Validation SVM

100,00

80,00

eooo Mlalab sl o
1234567 8 910

W Linear W RBF

Figure 5. Cross Validation Chart

From the results of the cross-validation test, it 1s
known that the SVM with the linear kerff§l and the RBF
kernel has the optimum result or score at k=1, with an
accuracy of 80.18% for the linear kernel and 85.88%
for the RBF kernel.

The results of the performance comparison and
validation test with cross validation show that the SVM
method with the RBF kernel has the best results
compared to the linear kernel.

V. CONCLUSIONS AND SUGGESTION

A. Conclusion

The conclusions that can be drawn from the results of
sentiment analysis research with the SVM algorithm are as
follows:
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Sentiment analysis is carried out using the crawling
method for data collection, then preprocessing or data
processing is carried out. After the data is processed, it
is then labeled based on positive, negative, and neutral
sentiments. Furthermore, classification is carried out
using the SVM algoritflin with lincar kernel and RBF.
After classification, positive sentiment is 43.5%,
negative sentiment is 19.1%, and neutral sentiment is
37.4%. It can be concluded that with the existence of
this COVID-19 vaccine program, there is a greater
positive response in the community.

Testing the performance of sentiment classification
about Vaccine-19 with the SVM algorithiff namely the
confusion matrix and cross validation. In the confusion
matrix, the accuracy value for the linear kernel is
79.15%, the precision value is 77.31%, and the recall
value is 78.09%. While the RBF kernel has an accuracy
of 84.25%, a precision value of 83.67%, and a recall
value of 81.99%. In cross validation, the optimum value
1s obtained at k=1 with an accuracy value of 80.18% for
the linear kernel and 85.88% for the RBF kernel. So
that the RBF kernel has a higher accuracy than the
linear kernel. The results of the classification evaluation
are less than optimal because there are still Indonesian
regional languages that are also processed. The results
of the classification evaluation are not optimal because
in the labeling classification process the results for
positive, negative, and neutral labels have different
results that affect the accuracy of the algorithm.

B. Suggestion

The suggestions that can be given by the author are:

For preprocessing at the normalization stage, a more
complete regional language dictionary is needed
because there are still tweet users about Vaccine-19
who use abbreviations or regional languages in
Indonesia.

To maximize the accuracy of each kernel, the amount
of data from the labeling classification process for each
sentiment for Vaccine-19 should be balanced.

Further sentiment analysis about Vaccine-19 can be
done by comparing other SVM kernels or with other
algorithms such as Naive Bayes, or Random Forest.
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