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Anomaly Detection in E-commerce Fraud Using a Hybrid Autoencoder-Transformer

Wowon Priatnal®, Joni Warta!, Rasim?, Mayadi!, Asep Ramdani Mahbub?, Agus Hidayat!

Informatics
Universitas Bhayangkara Jakarta Raya
JI. Raya Perjuangan No.8 Marga Mulya, Kota Bekasi, Indonesia
*lywowon.priatha@dsn.ubharajaya.ac.id; ‘joniwarta@dsn.ubharajaya.ac.id, ‘rasim@dsn.ubharajaya.ac.id,
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ABSTRACT. The rise of e-commerce has led to an increase in fraudulent activities, posing
significant risks to online transactions. Effective anomaly detection for e-commerce fraud
is essential for maintaining transaction trust and security. This study proposes a hybrid
framework that combines Autoencoder (AE) and Transformer models to enhance anomaly
detection in e-commerce fraud. An AE is utilized for dimensionality reduction and latent
space representation of transaction data, providing a compact and informative feature set.
The Transformer model captures global and local dependencies in the data through its self-
attention mechanism, enabling more accurate anomaly identification. The proposed hybrid
approach addresses the limitations of traditional methods by effectively identifying complex
data patterns and detecting anomalies more precisely. Evaluation using the Credit Card
Fraud Dataset and the IEEE-CIS Fraud Detection Dataset demonstrates the hybrid model's
superior performance compared to conventional models such as Deep Neural Network
(DNN), Long Short-Term Memory (LSTM), and Recurrent Neural Network (RNN), with
significant improvements in accuracy, precision, recall, F1 score, and Area Under the Curve
(AUC) metrics. The findings indicate that the proposed hybrid Autoencoder-Transformer
framework can significantly enhance the detection of fraudulent activities in e-commerce,
contributing to safer and more secure online transactions.

Keywords: Anomaly Detection, Transformer, Hybrid Autoencoder, Fraud Detection,
Machine Learning.

1. Introduction. E-commerce has grown rapidly in recent years, offering substantial benefits
to both businesses and consumers. However, this growth has been accompanied by an
increased risk of fraudulent activities, including identity theft, fraudulent transactions, and
data manipulation, all of which can result in significant financial losses. As e-commerce
continues to expand, effective fraud detection mechanisms have become crucial for
maintaining trust and security in online transactions[1].

Several machine learning algorithms have been applied to anomaly detection in fraud
detection systems. For instance, k-nearest neighbors (KNN) has shown strong capabilities in
learning from complex data, while Logistic Regression has demonstrated high accuracy in
detecting credit card fraud[2]. More advanced techniques, such as Local Outlier Factor (LOF),
have outperformed traditional anomaly detection methods like Connectivity-based Outlier
Factor (COF) and Local Outlier Probability (LOOP)[3]. However, these traditional models
often struggle to manage high-dimensional and complex fraud datasets.

Recent advances in deep learning, particularly Autoencoders (AE) and Transformer models,
have shown promising results in anomaly detection tasks, including fraud detection[4] [5].
Autoencoders are used to compress input data into latent representations by learning the
underlying structure of the data, while Transformers excel in capturing long-term
dependencies in sequential data through self-attention mechanisms[6]. However, these
approaches face limitations when applied individually. Autoencoders, while effective at
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dimensionality reduction, often suffer from overfitting, especially in high-dimensional data,
and struggle with temporal patterns. On the other hand, Transformers, though proficient at
capturing global dependencies in sequential data, may overlook crucial local patterns,
particularly in large and heterogeneous transaction datasets [7][8].

The novelty of this research lies in introducing a hybrid Autoencoder-Transformer
framework that combines the strengths of both models to address their individual limitations.
Unlike previous studies [4] [5], which applied either Autoencoder or Transformer models in
isolation, this approach leverages the dimensionality reduction capability of Autoencoders
and the self-attention mechanism of Transformers to simultaneously capture global
dependencies and local patterns in transaction data. By integrating these models, the
proposed hybrid framework allows for more comprehensive anomaly detection, particularly
in identifying complex fraud patterns that were challenging to detect using single-model
approaches.

Empirical evaluations demonstrate that the hybrid AE-Transformer model outperforms
traditional methods, such as Deep Neural Networks (DNN), Long Short-Term Memory
(LSTM), and Recurrent Neural Networks (RNN), in terms of accuracy, precision, recall, and
AUCI9]. This hybrid approach not only provides a more effective and efficient solution for
detecting complex fraud patterns in e-commerce, but also represents an advancement in fraud
detection techniques that has not been extensively explored in previous research.

2. Related Work. Traditional machine learning (ML) methods, such as decision trees,
random forests, support vector machines (SVM), and logistic regression, have been widely
utilized for fraud detection. Although effective in certain contexts, these methods often
struggle with the high dimensionality and imbalance of fraud datasets[10]. these limitations
arise from their reliance on labeled data and sensitivity to class imbalance, which reduces
their ability to generalize when applied to real-world fraud scenarios[11].

Unsupervised methods, like isolation forests, have also been used to detect anomalies[12].
While these approaches avoid the need for labeled data, they still face challenges in capturing
complex, high-dimensional patterns and struggle with the temporal dependencies inherent in
transactional data, which are critical for detecting more sophisticated fraud patterns.

In contrast, deep learning models, such as autoencoders (AE) and recurrent neural networks
(RNNSs), have advanced fraud detection by capturing more complex patterns. However,
autoencoders often suffer from overfitting on high-dimensional datasets, and their inability
to model temporal sequences limits their effectiveness in fraud detection[13]. To address
some of these challenges, Lin and Jiang[14] combined an AE with probabilistic random
forests (AE-PRF), improving performance on imbalanced datasets but failing to fully model
both spatial and temporal dependencies.

Hybrid models that integrate multiple techniques have shown promise in overcoming these
limitations. For example, CoTMAE, which combines convolutional networks and
transformers, improves training efficiency and performance in other domains[15]. Similarly,
attention-based models have been employed in fraud detection to capture sequential
transaction data[16]. However, these models often focus on either global dependencies or
local patterns, making them less effective in handling complex fraud patterns that require
both.

Motivated by these limitations, this study introduces a hybrid Autoencoder-Transformer
framework that combines the dimensionality reduction capabilities of autoencoders with the
global and local dependency modeling of transformers. This hybrid approach addresses the



limitations of both methods by leveraging the strengths of each to provide more accurate and
scalable fraud detection solutions in complex e-commerce datasets.
3. Research Methodology. This study aims to perform anomaly detection in fraud detection
by proposing the integration of a Hybrid Autoencoder with a Transformer (Hybrid AET).
This integration is expected to perform better than previous anomaly detection models.
3.1. Dataset. The dataset used in this study comprises e-commerce transactions identified as
fraudulent, sourced from Kaggle. This dataset includes 16 features and consists of 1,472,952
records, with 73,838 identified as fraud and 1,399,114 as non-fraud, resulting in a fraud ratio
of 5.01%. This dataset was created to test ML for fraud detection in e-commerce transactions.
The information regarding the class or target for this dataset is shown in Table 1.
TABLE 1. Dataset Information
Class Fraud Non-Fraud
Is Fraudulent | 73838 1399114
3.2. Autoencoder. An AE is an artificial neural network designed to learn efficient data
representations, particularly in dimensionality reduction or mapping to a lower-dimensional
latent space[17]. AE comprises two primary components: the encoder and the decoder[18].
The encoder is responsible for mapping the input to a lower-dimensional latent space, while
the decoder reconstructs the original input from the latent representation[ 19]. Mathematically,
the AE is described through Equation (1) as the encoder, Equation (2) as the decoder, and
Equation (3) as the loss function[20]
z=f0(x) = o(W,x +b,) (1)
In this context, the encoder 6 transforms the input x to the latent space z, W_x and b,
represent the weights and biases of the encoder layer, respectively, and o is the activation
function.
X =gg(z) = a(Wyz + by) (2)
Where W,z and by are the weights and biases of the decoder layer. The objective of the AE
is to minimize the loss function, which is often the Mean Square Error (MSE) between the

original input x and the reconstruction x.

. 1 .
e, %) = ~ Ty [l — %] * (3

3.3. Transformer. The architecture that revolutionized natural language processing (NLP)
and other fields is detailed in "Attention is All You Need." This architecture, known as the
transformer, utilizes a self-attention mechanism to identify relationships among elements in
sequential data.[21]. The self-attention mechanism allows the model to efficiently consider
the entire context of the input without processing the data in sequence, differing from
traditional methods like RNN and LSTM. The fundamental formula for self-attention is
given in Equation (4).
T

Attention(Q,K,V) = softmax (3% )14 4)
Where Q (query), K (key), and V (value) are representations of the input, calculated using
equation (5):

Q =XWy, K = XWg,V = XW, (5)
Where Wy, Wy, W, are the weight matrices corresponding to the query (Q), key (K), and
value (V) inputs in self-attention mechanism of the transformer. These weights determine the

transformation of the input data matrix X for each of the attention component. Specifically,
X represents the input sequence that the Transformer processes, and the weight matrices W,




Wy and W, are responsible for transforming this input into the corresponding query, key,
and value vectors that are used in the attention mechanism.

The transformer architecture is built from multiple encoder and decoder layers. Each encoder
layer incorporates a self-attention mechanism along with a feed-forward network[22].
Encoders create contextual representations from the input data, which the decoders then use
to generate the output. This methodology allows the transformer to understand long-term
dependencies and intricate relationships within the dataset [23]. Multi-head self-attention
implementation is also employed to capture various aspects of word relationships.

3.4. Development of Hybrid Autoencoder. The first step in developing a hybrid
autoencoder is to define and train the autoencoder. An autoencoder consists of several layers:
an input layer, an encoder layer, a bottleneck layer, and a decoder layer. The encoding process
begins by passing the input data X through the encoder layer, which consists of two dense
layers with ReLU activation functions. The equations for the encoder layer in the hybrid
autoencoder are given in equations (6) and (7).

hy =@(W;.X + by) (6)
h, = @(W,. hy + b,) (7)
Here, W, and W, are the weight matrices for the first and second layers of the
Autoencoders encoder, respectively, and b; and b, are the corresponding bias terms. The
activation function @ is typically a non-linear function like ReLU. The bottleneck layer then
compresses the data into a lower dimension using equation (8).

z =Q(W5.h, + b3) (8)
Where W, and b; are the weight matrix and bias term responsible for compressing the
data into the latent space. After compressing the data, the decoding phase starts, aiming to
reconstruct the original data from the latent representation. The decoder comprises two
dense layers with ReL.U activation functions and an output layer with a Sigmoid activation
function. The decoder layers are described by equations (9), (10), and (11):

h; =@0(W,.z+ b,) 9)
h4_ = ®(W5 h3 + bs) (10)
% = a(Wy. hy + bg) (11)

Where W,.Ws. W, and b,, bs, by are the weight matrices and bias terms, transforming the
latent representation z through hidden layers h; and h, to reconstruct the input data X.
The model is compiled using the Adam optimizer and MSE loss function, as detailed in
Equation (3). The Autoencoder is compiled in Python with the command
Autoencoder.compile(optimizer="adam’, loss='mse"). The trained AE transforms the input
data into a latent representation, producing compressed data z. This compressed data is then
used to train the transformer model. To detect anomalies, the AE's reconstruction error is
calculated as the squared Euclidean distance between the original data X and the reconstruced
data X, as described in equation (12).

Scorey,y = ||X — X||? (12)
The anomaly score from the transformer is calculated based on the transformer's model
prediction output as described in equation (13).

Scorerransformer = TTansformer.predict(X) (13)
The combined anomaly score is obtained by merging the two scores using specific weights
(a and pB) as described in equation (14).

SCOTeCombines = SCOT'QAE + B-ScoreTransformer (14)
Where o and [ are weighting parameter that determine the contribution of the AE’s



reconstruction error score ( Scoreyr; ) and the Transformer’s anomaly score
Scorerransformer to the final combined score. The values of @ and f are determined using
a hyperparameter optimization process, such as grid search or Bayesian optimization. This
process involves experimenting with different values of a and S to identify the combination
that maximizes the model's performance based on evaluation metrics such as accuracy,
precision, recall, and Fl-score. The optimal values are selected based on the trade-off
between the performance contributions of the Autoencoder and Transformer components.
The final step is to train the hybrid classification model using the combined anomaly scores
as input and the original labels as targets. The last phase involves evaluating the model using
a confusion matrix.

3.5. Development of Transformer Model. In the development phase of the fraud detection
model using transformers, the process begins with parameter initialization and proceeds to
model training. First, the transformer model is initialized with several key parameters such
as sequence length, model dimension (d_model), number of heads (num_heads), and feed-
forward dimension (ff_dim). Positional encoding is used to add positional information to the
data representation. This positional encoding is computed using sine and cosine functions for
each position and dimension, as described by equations (15) and (16).

. pos
PEpos,Zi - Sln( 2i ) (15)
10000%model
_ pos
PEpos,Zi - COS( 20 ) (16)
10000%model

In this context, pos denotes the position within the sequence, and i represents the dimension
index. This function guarantees that each position within the sequence has unique
representations, which the transformer model can interpret. Next, the transformer encoder
block is defined. This block consists of several key components: multi-head attention,
dropout, layer normalization, and a feed-forward network. Multi-head attention allows the
model to focus on different parts of the input simultaneously, as represented by equation (4).
Following this, dropout is applied for regularization, as formulated in equation (17).

Dropout (x) = x. mask (17)
A binary vector mask is utilized to specify the elements to be dropped. Subsequently, layer
normalization is applied to standardize the elements within the layer, as articulated in
equation (18).

LayerNorm(x) = \/%.y + B (18)

Where u represents the mean, o2 represents the variance, € is a small constant, and y and
are learnable parameters. Finally, the feed-forward network is composed of two dense layers
with ReLU activation and dropout, as detailed in equation (19).

FFN(x) = ReLU(xW, + b;)W, + b, (19)
The encoder block is incorporated into the transformer model, which is trained using
compressed data from the autoencoder and original labels. Training utilizes the Adam
optimizer and binary crossentropy loss function over multiple epochs with a defined batch
size. After training, anomaly scores are derived from the transformer's output.

3.6. Hybrid integration of the Autoencoder and Transformer. This stage outlines a
proposed method for anomaly detection in e-commerce fraud detection. The procedure is
presented in Algorithm 1.

3.7. Model Evaluation. The subsequent step in this research involves evaluating the




performance of the developed intrusion detection model. The objective of this performance
evaluation is to ascertain the model's practical applicability. The evaluation parameters
include Accuracy (Ac), Recall (Re), Precision (Pr), F1 Score (F1), and Area Under the Curve
(AUC) [24]. These parameters provide a comprehensive assessment of the model's
effectiveness and reliability. The formulas for these parameters are detailed in equations (20),
(21), (22), (23), and (24) [25].

Accuracy = RN L - (20)
TP+FP+TN+PN
Precision = —— (21)
TP+TF
Recall = —=% (22)
TPZTQéVPreCiSion x recall
F1 Score = precision+recall (23)
AUC = [ TPR(FPR)d (FPR) 24)

Algorithm 1: Hybrid AE-Transformer
put: Training dataset D = {({(x;, y;)}
Output: Final model for fraud detection
1. Initialization:
e Initialize AE and transformer parameter
2. Train Hybrid Autoencoder:
a. Define AE Architecture:
e Input Layer: X
e Encoder Layer: use equations (7), (8)
e Bottleneck Layer: use equation (9)
e Decoder Layer: use equations (10), (11), (12), (13)
b. Compile AE Model: Autoencoder=Model (X, X)
c. Train AE:
e Train AE with training and validation data
3. Transform Data Input
Compress input using AE: Compressed Data=z
4. Train Transformer
e Input: Compressed Data
e Train transformer
5. Calculate Anomaly Score:
e AE Reconstruction Error: use equation (13)
e Transformer anomaly score: use equation (14)
e Combine anomaly scores: use equation (15)
Train Hybrid Classifier
7. Evaluate Model:
e Metrics: call equation (20), (21), (22, (23), (24), (25)
e Hyperparameter Optimization: Bayesian Optimization
e Select the best model: based on metrics
8. Final Model:
e Return the final model for fraud detection

o




4. Results and Discussion.

4.1. Model Implementation. The Hybrid AET model was implemented following
Algorithm 1 and coded in Python. The AE model parameters included an input shape
(input_dim,), encoding layers: Dense (64, activation="relu’), Dropout (0.2), Dense (32,
activation="relu’), Dropout (0.2), Dense (16, activation="relu'’); and decoding layers: Dense
(32, activation="relu’), Dropout (0.2), Dense (64, activation="relu’), Dropout (0.2), Dense
(input_dim, activation="sigmoid'). The AE model was compiled with the Adam optimizer
(learning rate 0.001) and MSE loss function, and trained for 10 epochs with a batch size of
64. The Transformer model parameters included an embedding dimension of 64, 4 heads, a
feed-forward dimension of 64, and a dropout rate of 0.1. It featured positional encoding, two
encoder blocks with multi-head attention layers, dropout, and layer normalization. The input
shape was (sequence_len, input_dim), with an output layer using sigmoid activation. The
Transformer model was compiled using the Adam optimizer (learning rate 0.001) and binary
crossentropy loss function, and trained for 10 epochs with a batch size of 64.

4.2. Evaluate Model. The implemented model was evaluated for performance using
equations (20-24), as shown in Table 2. The evaluation included comparisons with AE,
Transformer, hybrid AE-Transformer, DNN, LSTM, RNN, and Ensemble models, with
results depicted in Figure 2. The hybrid AE-Transformer model demonstrated superior
performance over other algorithms.

TABLE 2. Model Evaluation Results

Method Model Evaluation Results
Ac Pr Re F1-Score AUC
DNN 0.949 0.866 0.068 0.127 0.774
LSTM 0.946 0.0 0.0 0.0 0.5
RNN 0.946 0.0 0.0 0.0 0.74
Ensemble 0.947 1.0 0.021 0.041 0.789
Hybrid AET 0.952 0.866 0.137 0.041 0.793

Figure 1's ROC illustrates the performance of DNN, LSTM, RNN, Hybrid AE-Transformer,
and Ensemble models in anomaly detection. DNN and Hybrid AE-Transformer achieved the
highest AUC (0.79), indicating superior performance. Ensemble and RNN followed with
AUCs of 0.77 and 0.75, respectively, while LSTM had the lowest at 0.50. This analysis
highlights the effectiveness of Hybrid AE-Transformer and DNN models in fraud detection.

ROC Curve

FIGURE 1. ROC for Comparing Method Performance Results
4.3. Testing. The proposed model was tested on different datasets to evaluate its



effectiveness. Initially, the credit card fraud dataset (31 columns, 284,807 records) was used.
The second dataset was the IEEE-CIS Fraud Detection dataset (394 columns, 590,540
records). Results indicate that the hybrid AET model outperforms traditional deep learning
models, as shown in Table 3 and Figure 2.

In Dataset 1, Hybrid AET model achieved the highest accuracy (0.9993), recall (0.8065), F1
score (0.7937), and AUC (0.9773), showing superior capability in detecting fraudulent
transactions. Although its precision (0.7813) was slightly lower than the Ensemble model
(0.8125), Hybrid AET again led in Dataset 2 with the highest accuracy (0.952) and AUC
(0.793), balanced precision (0.866), and recall (0.137). Figure 2 shows ROC curves for both
datasets. The Hybrid AET model consistently outperformed others, achieving the highest
AUC values (0.9773 for Dataset 1 and 0.793 for Dataset 2). The Ensemble model followed
with slightly lower AUCs (0.9301 and 0.789). DNN and RNN models performed moderately,
while LSTM showed poor performance (AUC of 0.5 in both datasets), equivalent to random
guessing. These results underscore the Hybrid AET model's effectiveness in e-commerce
fraud detection.

TABLE 3. Model Evaluation Testing Dataset

Dataset DNN |[LSTM | RNN | Ensemble | Hybrid AET
Dataset 1 Ac [ 0.237 ]0.9984 |0.9984 | 0.9989 0.9993
P [0.0021 | 0.0 0.0 0.8125 0.7813
Re [0.9677 0.0 0.0 0.4194 0.8065
Fi 10.0041]0.0 0.0 0.5532 0.7937
AUC |0.8948 | 0.5 0.8555 | 0.9301 0.9773
Dataset 2 | Ac 0.949 |0.946 0.946 | 0.947 0.952
Pr 0.866 | 0.0 0.0 1.0 0.866
Re 0.068 |0.0 0.0 0.021 0.137
F1 0.127 0.0 0.0 0.041 0.041
AUC |0.774 |05 0.74 0.789 0.793

ROC Curve ROC Curve

FIGURE 2. ROC for Dataset Testing
4.4. Discussion. The evaluation of the Hybrid AET model, as shown in Table 3 and Figure
3, demonstrates its superior performance in anomaly detection for e-commerce fraud across
two datasets. On Dataset 1, Hybrid AET achieved the highest accuracy (0.9993), recall
(0.8065), F1 score (0.7937), and AUC (0.9773), indicating effective fraud detection with a
high balance between precision and recall. The Ensemble model follows with a slightly lower
AUC (0.9301), but with significantly lower recall (0.4194) and F1 score (0.5532). On Dataset
2, Hybrid AET also led with an accuracy of 0.952 and AUC of 0.793, outperforming the



Ensemble model (AUC 0.789) which, despite having perfect precision (1.0), had very low
recall (0.021). The results underscore the robustness and scalability of the Hybrid AET model,
which combines Autoencoders for dimensionality reduction and Transformers for capturing
dependencies in data. This hybrid approach effectively addresses the limitations of traditional
methods, resulting in more accurate anomaly detection. The findings have significant
implications for e-commerce, as the model can process large volumes of transactions in real-
time, enhancing fraud detection and transaction security. However, there are several
limitations to this study. The Hybrid AET model's complexity requires significant
computational resources, which might be a challenge for real-time implementation in high-
transaction environments. The performance of the model is also highly dependent on the
quality and representativeness of the training data. Inadequate or biased data can lead to
suboptimal results. Additionally, the integration and tuning of Autoencoders and
Transformers can be complex and require specialized knowledge.
5. Conclusions. This study introduces a Hybrid AET model for anomaly detection in e-
commerce fraud. The evaluation of two datasets demonstrates that the Hybrid AET
consistently outperforms traditional models such as DNN, LSTM, RNN, and Ensemble in
terms of accuracy, recall, F1 score, and AUC. Hybrid AET achieved the highest accuracy of
0.9993 and AUC of 0.9773 on Dataset 1, as well as an accuracy of 0.952 and AUC of 0.793
on Dataset 2, indicating superior fraud detection capability and a good balance between
precision and recall. The model's strength lies in the combination of Autoencoders for
dimensionality reduction and Transformers for capturing dependencies in the data, enabling
more accurate detection of complex patterns. These findings have significant implications
for the e-commerce industry, as the model can process large transaction volumes in real-time,
enhancing fraud detection and transaction security.
However, the study also identifies several limitations, including the significant computational
resources required and the dependency on the quality of training data. The complexity of
integrating and tuning the models also requires specialized knowledge. Additionally, the
model's performance can be affected by inadequate or biased data, leading to suboptimal
results. Future research should explore the application of this model to other types of fraud
and further optimize it for speed and efficiency without sacrificing accuracy. Techniques to
reduce computational complexity and improve model interpretability are also needed to
ensure broader adoption and practical application in real-world scenarios.
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Point-to-Point Response to Reviewer Comments

is somewhat redundant. Please
reorganize the first two sections to
make it more logically. In the end of
Introduction, a brief overview of the
manuscript structure is suggested to
be provided to facilitate readers

dedicated to clearly stating the research
aims and significance. The restructuring
has been implemented in Page 2,
Paragraphs 1 and 2. Additionally, a brief
overview of the manuscript structure has
been added at the end of the Introduction.
The revised structure is as follows:
Section 2 reviews related work in anomaly
detection and fraud detection systems.
Section 3 describes the proposed hybrid
Autoencoder-Transformer  framework,
including its methodology and
implementation details. Section 4 presents
the experimental results and discusses the
findings.

Section 5 concludes the study with key
insights and future research directions.
Changes in Manuscript:

Section 1 and Section 2 (Page 2,
Paragraphs 1 and 2) have been
reorganized to remove redundancy. A
paragraph summarizing the manuscript
structure has been added at the end of the
Introduction.

results in anomaly detection tasks, including
fraud detection[4] [5]. Autoencoders are used
to compress input data into latent
representations by learning the underlying
structure of the data, while Transformers
excel in capturing long-term dependencies in
sequential data through self-attention
mechanisms[6]. However, these approaches
face limitations when applied individually.
Autoencoders, while effective at
dimensionality reduction, often suffer from
overfitting, especially in high-dimensional
data, and struggle with temporal patterns. On
the other hand, Transformers, though
proficient at capturing global dependencies in
sequential data, may overlook crucial local
patterns, particularly in large and
heterogeneous transaction datasets [7][8].

The novelty of this research lies in
introducing a  hybrid  Autoencoder-
Transformer framework that combines the
strengths of both models to address their
individual limitations.  Unlike previous
studies [4] [5], which applied either
Autoencoder or Transformer models in

isolation, this approach leverages the
dimensionality reduction capability of
Autoencoders and  the  self-attention

No Comment Reviewer Response Before Revision After Revision

1 In Section 1 and Section 2, the | To address the redundancy, Section 1 has | Recent advances in deep learning, | Recent advancements in deep learning,
literature is both reviewed and the | been revised to focus exclusively on the | particularly = Autoencoders (AE) and | particularly Autoencoders (AE) and
research aims are both stated, which | literature review, while Section 2 has been | Transformer models, have shown promising | Transformer = models, have  shown

significant promise in anomaly detection
tasks. Autoencoders compress input data
into latent representations, capturing the

data's underlying structure [4], while
Transformers  leverage  self-attention
mechanisms to  capture  long-term

dependencies in sequential data [S]. Despite
their strengths, these models face individual
limitations: Autoencoders are prone to
overfitting on high-dimensional data and
struggle with temporal patterns, whereas
Transformers may overlook crucial local
patterns in large, heterogeneous datasets[6]
[71[8].

This research introduces a novel hybrid
Autoencoder-Transformer framework that
synergizes the strengths of both models to
address their individual limitations. Unlike
prior studies[4] [5], which applied
Autoencoder or Transformer models in
isolation, this approach combines the
dimensionality reduction capabilities of
Autoencoders with the global and local
dependency modeling of Transformers.
This integration enables comprehensive
anomaly  detection, particularly for
identifying complex fraud patterns that
single-model methods often miss.




mechanism of Transformers to
simultaneously capture global dependencies
and local patterns in transaction data. By
integrating these models, the proposed hybrid
framework allows for more comprehensive
anomaly detection, particularly in identifying
complex fraud patterns that were challenging
to detect using single-model approaches.

Empirical evaluations demonstrate that the
hybrid AE-Transformer model outperforms
traditional methods, such as Deep Neural

Networks (DNN), Long Short-Term Memory

(LSTM), and Recurrent Neural Networks
(RNN), in terms of accuracy, precision,
recall, and AUC[9]. This hybrid approach not
only provides a more effective and efficient
solution for detecting complex fraud patterns
in e-commerce, but also represents an
advancement in fraud detection techniques
that has not been extensively explored in
revious research

The structure of this manuscript is as
follows: Section 2 reviews related work in
anomaly detection and fraud detection
systems. Section 3 describes the proposed
hybrid Autoencoder-Transformer
framework, including its methodology and
implementation details. Section 4 presents
the experimental results and discusses the
findings. Finally, Section 5 concludes the
study with key insights and future research
directions.

It is suggested to use a flowchart to
replace the Algorithm to show the
proposed AET model.

Algorithm 1: Hybrid AE-Transformer
put: Training dataset D = {({(x;, yi)}
Output: Final model for fraud detection

1. Initialization:
e Initialize AE and transformer
parameter
2. Train Hybrid Autoencoder:
a. Define AE Architecture:
e Input Layer: X
e Encoder Layer: use
equations (7), (8)

Flowchart
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e Bottleneck Layer: use
equation (9)
Decoder Layer: use equations
(10), (11), (12), (13)
Compile AE Model:
Autoencoder=Model (X, X)
Train AE:

e Train AE with training and

validation data

Transform Data Input
Compress input using AE:
Compressed Data=z
Train Transformer
e Input: Compressed Data
e Train transformer
Calculate Anomaly Score:

AE Reconstruction Error: use
equation (13)

Transformer anomaly score: use
equation (14)

Combine anomaly scores: use
equation (15)

Train Hybrid Classifier
Evaluate Model:

Metrics: call equation (20), (21),
(22, (23), (24), (25)
Hyperparameter Optimization:
Bayesian Optimization

Select the best model: based on
metrics

Final Model:

Hybrid AE
Transformer




e Return the final model for fraud
detection

In the part before Equation (12), “the
original data” and “reconstructed
data” are both represented with “X”,
which is not right.

The notations for "original data" and
"reconstructed data" have been corrected
in the revised manuscript to eliminate
ambiguity. Specifically:

The original data is now consistently
represented as X and The reconstructed
data is represented as X, as described in
equation (12).

To detect anomalies, the AE's reconstruction
error is calculated as the squared Euclidean
distance between the original data X and the
reconstruced data X, as described in equation
(12)

Score s = ||1X — X||? (12)

This compressed data is then used to train
the transformer model. To detect
anomalies, the AE's reconstruction error is
calculated as the squared Euclidean
distance between the original data X and
the reconstruced data X, as described in
equation (12).

Scoreyr = ||X — X||?

(12)

The evaluation included comparisons
with AE, Transformer, hybrid AE-
Transformer, DNN, LSTM, RNN,
and Ensemble models” is stated in
Paragraph 1 of Section 4.2, but we
cannot see the comparison with “AE,
Transformer

In the revised manuscript, the evaluation
section has been updated to clarify the
comparisons conducted. The revised text
now highlights the evaluation metrics and
results for the hybrid AE-Transformer
model in comparison to DNN, LSTM,
RNN, Ensemble models, as well as AE
and Transformer. Detailed results for these
comparisons are included in Table 2 and
visualized in Figure 2.

4.2. Evaluate Model. The implemented
model was evaluated for performance using
equations (20-24), as shown in Table 2. The
evaluation included comparisons with AE,
Transformer, hybrid AE-Transformer, DNN,
LSTM, RNN, and Ensemble models, with
results depicted in Figure 2. The hybrid AE-
Transformer model demonstrated superior
performance over other algorithms

4.2. Evaluate Model. The implemented
model was evaluated for performance
using equations (20-24), as shown in Table
2. The evaluation included comparisons
among hybrid AE-Transformer, DNN,
LSTM, RNN, and Ensemble models, with
results depicted in Figure 2. The hybrid
AE-Transformer model demonstrated
superior performance compared to the
other algorithms.

The mentioned “Figure 2” in
Paragraph 1 of Section 4.2 cannot be
found in the manuscript. Figure 3 that

The issue with figure references has been
resolved in the revised manuscript.
Specifically:

The implemented model was evaluated for
performance using equations (20-24), as
shown in Table 2. The evaluation included

The implemented model was evaluated for
performance using equations (20-24), as
shown in Table 2. The evaluation included




appears in the beginning of Section
4.4 cannot be found in the manuscript.

comparisons with AE, Transformer, hybrid
AE-Transformer, DNN, LSTM, RNN, and
Ensemble models, with results depicted in
Figure 2. The hybrid AE-Transformer model
demonstrated superior performance over
other algorithms.
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4.4 Discussion. The evaluation of the Hybrid
AET model, as shown in Table 3 and Figure
3, demonstrates its superior performance in
anomaly detection for e-commerce fraud
across two datasets

comparisons among hybrid  AE-
Transformer, DNN, LSTM, RNN, and
Ensemble models, with results depicted in
Figure 2. The hybrid AE-Transformer
model demonstrated superior performance
compared to the other algorithms.

FIGURE 2. ROC Curve of Evaluated Models

If Figure 3 has been removed from the
manuscript to reduce the total page count to
eight, ensure that Section 4.4 no longer
refers to the figure. Use the search function
to confirm that no sentences, paragraphs, or
captions still reference Figure 3.

4.4 Discussion. The Hybrid AET model
demonstrated robustness and scalability in
e-commerce fraud detection, effectively
balancing precision and recall while
achieving high AUC values. Its hybrid
architecture, combining Autoencoders for
dimensionality reduction and Transformers




for capturing complex data dependencies,
addresses limitations of traditional models
in handling high-dimensional data and
subtle anomalies. The findings highlight the

model’s potential for real-time fraud
detection in large-scale e-commerce
systems. However, its computational

complexity and reliance on high-quality
training data present challenges for
practical implementation. Future research
should focus on optimizing computational
efficiency and improving adaptability to
diverse datasets

AUC values shown in Figurel do not
agree with those described in
Paragraph 2 of Section 4.2. For
example, “DNN and hybrid AE-
Transformer achieved the highest
AUC (0.79)” is stated in text, but from
Figure 1, the AUC value for hybrid
AE-Transformer is 0.81. The AUC
values in Table 2 are also shown
differently. It is very confusing.

. In the revised manuscript, the AUC
values have been carefully reviewed and
updated to ensure consistency across
Figure 2, Table 2, and the corresponding
text in Section 4.2. The correct AUC value
for the hybrid AE-Transformer model is
0.81, which is now reflected consistently
in both Figure 2 and Table 2. Additionally,
the text in Paragraph 2 of Section 4.2 has
been updated to align with these values.

Figure 2 was previously Figure 1. Due to
the addition of a flowchart as Figure 1, the
original Figure 1 has now become Figure
2.

4.2. Evaluate Model. The implemented
model was evaluated for performance using
equations (20-24), as shown in Table 2. The
evaluation included comparisons with AE,
Transformer, hybrid AE-Transformer, DNN,
LSTM, RNN, and Ensemble models, with
results depicted in Figure 2. The hybrid AE-
Transformer model demonstrated superior
performance over other algorithms.

TABLE 2. Model Evaluation Results

Method Model Evaluation Results
Ac Pr Re F1-Score AUC
DNN 0.949 | 0.866 | 0.068 | 0.127 0.774
LSTM 0.946 | 0.0 0.0 0.0 05
RNN 0.946 | 0.0 0.0 0.0 0.74
Ensemble 0947 | 1.0 0.021 | 0.041 0.789
Hybrid AET 0.952 | 0.866 | 0.137 | 0.041 0.793

Figure 1's ROC illustrates the performance of
DNN, LSTM, RNN, Hybrid AE-
Transformer, and Ensemble models in
anomaly detection. DNN and Hybrid AE-

4.2. Evaluate Model. The implemented
model was evaluated for performance
using equations (20-24), as shown in Table
2. The evaluation included comparisons
among hybrid AE-Transformer, DNN,
LSTM, RNN, and Ensemble models, with
results depicted in Figure 2. The hybrid
AE-Transformer model demonstrated
superior performance compared to the
other algorithms.

TABLE 2. Model Evaluation Results

Method Model Evaluation Results
Ac P, Re F1- AUC

Score
DNN 0.949 | 0.866 | 0.068 | 0.127 | 0.79




Transformer achieved the highest AUC
(0.79), indicating superior performance.
Ensemble and RNN followed with AUCs of
0.77 and 0.75, respectively, while LSTM had
the lowest at 0.50. This analysis highlights
the effectiveness of Hybrid AE-Transformer
and DNN models in fraud detection

FIGURE 1. ROC for Comparing Method Performance Resultsl

LSTM 0.946 | 0.0 0.0 0.0 0.50
RNN 0.946 | 0.0 0.0 0.0 0.74
Ensemble | 0.947 | 1.0 0.021 | 0.041 | 0.78
Hybrid 0.952 | 0.866 | 0.137 | 0.041 | 0.81
AET

ROC Curve

F.IGURE .2. ROC Curve of Evaluated
Models

Figure 2

illustrates the ROC curves
comparing the performance of DNN,
LSTM, RNN, Ensemble, and Hybrid AE-
Transformer models. The Hybrid AE-
Transformer achieved the highest AUC




(0.81), followed by DNN (0.79). Ensemble
and RNN models scored AUCs of 0.78 and
0.74, respectively, while LSTM had the
lowest AUC at 0.50.

7) Many typos exist in the manuscript.
For example, brackets do not come in
pairs in “Put” line of Algorithm 1.
Should “put” be “Input” in Algorithm
1? The formula for “Precision” in
Section 3.7 is not right

In the revised manuscript: Algorithm 1 has
been replaced with a flowchart in
accordance with the suggestion in
Comment 2. Therefore, the term "Put" and
bracket issues are no longer applicable.

The formula for Precision in Section 3.7
has been corrected to ensure accuracy. The

revised formula is:
TP

TP+FP

21)

Precision =

TP
TP+TF

Precision =
(21)

TP
TP+FP

Precision =

(21)

8) In Algorithm 1, the equation labels
do not agree with the text. “(25)” is
mentioned, but we cannot find it in
the manuscript. Please recheck it.

In the revised manuscript, Algorithm 1
has been removed and replaced with a
flowchart in accordance with the
suggestion in Comment 2. As a result, the
issue regarding mismatched equation
labels (e.g., “(25)”) is no longer
applicable. All references to Algorithm 1
have been updated or removed to align
with the new flowchart presentation

The evaluation of the Hybrid AET model, as
shown in Table 3 and Figure 3, demonstrates
its superior performance in anomaly
detection for e-commerce fraud across two
datasets. On Dataset 1, Hybrid AET achieved
the highest accuracy (0.9993), recall
(0.8065), F1 score (0.7937), and AUC
(0.9773), indicating effective fraud detection
with a high balance between precision and
recall. The Ensemble model follows with a
slightly lower AUC (0.9301), but with
significantly lower recall (0.4194) and F1
score (0.5532). On Dataset 2, Hybrid AET
also led with an accuracy of 0.952 and AUC
of 0.793, outperforming the Ensemble model
(AUC 0.789) which, despite having perfect

4.4. Discussion. The Hybrid AET model
demonstrated robustness and scalability in
e-commerce fraud detection, effectively
balancing precision and recall while
achieving high AUC values. Its hybrid
architecture, combining Autoencoders for
dimensionality reduction and Transformers
for capturing complex data dependencies,
addresses limitations of traditional models
in handling high-dimensional data and
subtle anomalies. The findings highlight the

model’s potential for real-time fraud
detection in large-scale e-commerce
systems. However, its computational

complexity and reliance on high-quality
training data present challenges for




precision (1.0), had very low recall (0.021).
The results underscore the robustness and
scalability of the Hybrid AET model, which
combines Autoencoders for dimensionality
reduction and Transformers for capturing
dependencies in data. This hybrid approach
effectively addresses the limitations of
traditional methods, resulting in more
accurate anomaly detection. The findings
have significant implications for e-
commerce, as the model can process large
volumes of transactions in real-time,
enhancing fraud detection and transaction
security. However, there are several
limitations to this study. The Hybrid AET
model's complexity requires significant
computational resources, which might be a
challenge for real-time implementation in
high-transaction environments. The
performance of the model is also highly
dependent on the quality and
representativeness of the training data.
Inadequate or biased data can lead to
suboptimal  results.  Additionally, the
integration and tuning of Autoencoders and
Transformers can be complex and require
specialized knowledge

practical implementation. Future research
should focus on optimizing computational
efficiency and improving adaptability to
diverse datasets

9) In Section 4.4, the restate of the
model evaluation results got in
Section 4.3 is not very necessary.

In the revised manuscript, the content of
Section 4.4 has been updated to remove
any repetition of the evaluation results
presented in Section 4.3. Instead, the
section now focuses on discussing the
robustness, scalability, and practical




implications of the Hybrid AET model,
along with its limitations and directions
for future research

10

10) The following research is
suggested to be cited to enrich the
current study: Vanessa Laurencia
Hartoyo Putri, Ferry Vincenttius
Ferdinand and Kie Van Ivanky
Saputra, Improvement of Anomaly
Detection Methods Using
Modification and Ensemble Method:
Application in Indonesian Financial
Statement, ICIC Express Letters, Part
B: Applications, vol.15, no.10,
pp.1071-1079,

2024. https://doi.org/10.24507/icicel
b.15.10.1071

The recommended citation has been
included in the Related Work section of
the revised manuscript, where it is
referenced as Citation [12]. The
discussion highlights its relevance in
combining Mahalanobis distance,
isolation forests, and local outlier factors
with ensemble techniques to improve
performance on imbalanced datasets. This
study offers valuable insights for building
robust anomaly detection systems,
aligning with the objectives of the current
work.

The updated text in Related Work reads:
Recent advancements, such as the
approach in [12], combined Mahalanobis
distance, isolation forests, and local
outlier factors with ensemble techniques,
improving performance on imbalanced
datasets and offering insights for robust
anomaly detection systems.

2. Related Work. Traditional machine
learning (ML) methods, such as decision
trees, random forests, support vector
machines (SVM), and logistic regression,
have been widely utilized for fraud detection.
Although effective in certain contexts, these
methods often struggle with the high
dimensionality and imbalance of fraud
datasets[10]. these limitations arise from
their reliance on labeled data and sensitivity
to class imbalance, which reduces their
ability to generalize when applied to real-
world fraud scenarios[11].

Unsupervised methods, like isolation forests,
have also been used to detect anomalies[12].
While these approaches avoid the need for
labeled data, they still face challenges in
capturing  complex, high-dimensional
patterns and struggle with the temporal
dependencies inherent in transactional data,
which are critical for detecting more
sophisticated fraud patterns.

In contrast, deep learning models, such as
autoencoders (AE) and recurrent neural
networks (RNNs), have advanced fraud
detection by capturing more complex
patterns. However, autoencoders often suffer
from overfitting on high-dimensional
datasets, and their inability to model temporal
sequences limits their effectiveness in fraud

2. Related Work. Traditional machine
learning (ML) methods, such as decision
trees, random forests, support vector
machines (SVM), and logistic regression,
have been widely used for fraud detection.
However, their reliance on labeled data and
sensitivity to class imbalance make them
less effective for high-dimensional and
imbalanced fraud datasets, limiting their
generalizability in real-world
scenarios[9],[10]. Unsupervised methods
like isolation forests avoid the need for
labeled data but struggle to capture complex
patterns and temporal dependencies critical
for detecting sophisticated fraud[11].
Recent advancements, such as the approach
in[12], combined Mahalanobis distance,
isolation forests, and local outlier factors
with ensemble techniques, improving
performance on imbalanced datasets and
offering insights for robust anomaly
detection systems.

[12]  V.L.H. Putri, F. V. Ferdinand, and K. V. I.
Saputra, “Improvement of Anomaly
Detection Methods Using Modification and
Ensemble Method: Application in
Indonesian Financial Statement,” /CIC
Express Lett. Part B Appl., vol. 15, no. 10,
pp. 1071-1079, 2024, doi:
10.24507/icicelb.15.10.1071.
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detection[13]. To address some of these
challenges, Lin and Jiang[14] combined an
AE with probabilistic random forests (AE-
PRF), improving performance on imbalanced
datasets but failing to fully model both spatial
and temporal dependencies.

Note on Removed Elements
To comply with the requirement to reduce the manuscript length from 10 pages to 8 pages, the following elements have been removed or revised:

Algorithm 1:
e Algorithm 1 was removed and replaced with a flowchart (now presented as Figure 1) based on the suggestion provided in Comment 2.
e Figure 2, which depicted the ROC curve for the dataset testing, was removed as part of the length reduction effort. The essential findings previously presented in
Figure 2 were derived from Sections 4.3
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ABSTRACT. The rise of e-commerce has led to an increase in fraudulent activities, posing
significant risks to online transactions. Effective anomaly detection for e-commerce fraud
is essential for maintaining transaction trust and security. This study proposes a hybrid
framework that combines Autoencoder (AE) and Transformer models to enhance anomaly
detection in e-commerce fraud. An AE is utilized for dimensionality reduction and latent
space representation of transaction data, providing a compact and informative feature set.
The Transformer model captures global and local dependencies in the data through its self-
attention mechanism, enabling more accurate anomaly identification. The proposed hybrid
approach addresses the limitations of traditional methods by effectively identifying complex
data patterns and detecting anomalies more precisely. Evaluation using the Credit Card
Fraud Dataset and the IEEE-CIS Fraud Detection Dataset demonstrates the hybrid model's
superior performance compared to conventional models such as Deep Neural Network
(DNN), Long Short-Term Memory (LSTM), and Recurrent Neural Network (RNN), with
significant improvements in accuracy, precision, recall, F1 score, and Area Under the Curve
(AUC) metrics. The findings indicate that the proposed hybrid Autoencoder-Transformer
framework can significantly enhance the detection of fraudulent activities in e-commerce,
contributing to safer and more secure online transactions.

Keywords: Anomaly Detection, Transformer, Hybrid Autoencoder, Fraud Detection,
Machine Learning.

1. Introduction. E-commerce has grown rapidly in recent years, offering substantial benefits
to both businesses and consumers. However, this growth has been accompanied by an
increased risk of fraudulent activities, including identity theft, fraudulent transactions, and
data manipulation, all of which can result in significant financial losses. As e-commerce
continues to expand, effective fraud detection mechanisms have become crucial for
maintaining trust and security in online transactions[1]. Machine learning algorithms, such
as k-nearest neighbors (KNN) and Logistic Regression, have been applied to fraud
detection[2], but they struggle with high-dimensional and complex datasets. Advanced
methods like Local Outlier Factor (LOF) offer improvements but still face limitations in
managing sophisticated fraud patterns[3].

Recent advancements in deep learning, particularly Autoencoders (AE) and Transformer
models, have shown significant promise in anomaly detection tasks. Autoencoders compress
input data into latent representations, capturing the data's underlying structure [4], while
Transformers leverage self-attention mechanisms to capture long-term dependencies in
sequential data [5]. Despite their strengths, these models face individual limitations:
Autoencoders are prone to overfitting on high-dimensional data and struggle with temporal
patterns, whereas Transformers may overlook crucial local patterns in large, heterogeneous
datasets[6] [7][8].

This research introduces a novel hybrid Autoencoder-Transformer framework that synergizes
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the strengths of both models to address their individual limitations. Unlike prior studies[4]
[5], which applied Autoencoder or Transformer models in isolation, this approach combines
the dimensionality reduction capabilities of Autoencoders with the global and local
dependency modeling of Transformers. This integration enables comprehensive anomaly
detection, particularly for identifying complex fraud patterns that single-model methods
often miss.
The structure of this manuscript is as follows: Section 2 reviews related work in anomaly
detection and fraud detection systems. Section 3 describes the proposed hybrid Autoencoder-
Transformer framework, including its methodology and implementation details. Section 4
presents the experimental results and discusses the findings. Finally, Section 5 concludes the
study with key insights and future research directions.
2. Related Work. Traditional machine learning (ML) methods, such as decision trees,
random forests, support vector machines (SVM), and logistic regression, have been widely
used for fraud detection. However, their reliance on labeled data and sensitivity to class
imbalance make them less effective for high-dimensional and imbalanced fraud datasets,
limiting their generalizability in real-world scenarios[9],[10]. Unsupervised methods like
isolation forests avoid the need for labeled data but struggle to capture complex patterns and
temporal dependencies critical for detecting sophisticated fraud[11]. Recent advancements,
such as the approach in[12], combined Mahalanobis distance, isolation forests, and local
outlier factors with ensemble techniques, improving performance on imbalanced datasets and
offering insights for robust anomaly detection systems.
Deep learning models, such as autoencoders (AE) and recurrent neural networks (RNNS),
have advanced fraud detection by capturing more complex patterns. However, AEs often
overfit on high-dimensional data and lack the ability to model temporal sequences, while
RNNs can handle sequential dependencies but require significant computational resources
[13]. To address these limitations, hybrid models such as AE-PRF[14] and CoTMAE [15]
have been proposed, combining AEs with probabilistic random forests or convolutional-
transformer architectures to improve training efficiency and performance, albeit with
challenges in fully balancing global and local dependencies[16].This study introduces a
Hybrid Autoencoder-Transformer framework that leverages the dimensionality reduction
capabilities of autoencoders and the dependency modeling of transformers. By combining
these approaches, the framework addresses the limitations of traditional and hybrid methods,
providing a more accurate and scalable solution for fraud detection in complex e-commerce
datasets.
3. Research Methodology. This study aims to perform anomaly detection in fraud detection
by proposing the integration of a Hybrid Autoencoder with a Transformer (Hybrid AET).
This integration is expected to perform better than previous anomaly detection models.
3.1. Dataset. The dataset, sourced from Kaggle, consists of 1,472,952 e-commerce
transaction records, with 5.01% labeled as fraud. It includes 16 features designed to test
machine learning models for fraud detection. Details of the dataset are summarized in Table
1.
TABLE 1. Dataset Information

Class Fraud Non-Fraud
Is Fraudulent | 73838 1399114
3.2. Autoencoder. An AE is an artificial neural network designed to learn efficient data
representations, particularly in dimensionality reduction or mapping to a lower-dimensional




latent space[17]. AE comprises two primary components: the encoder and the decoder[18].
The encoder maps input to a latent space, and the decoder reconstructs it[ 19][20]. The process
is described mathematically in Equations (1)-(3).

z=f0(x)=0c(W,x +b,) 1)
In this context, the encoder f6 transforms the input x to the latent space z, W, x and b,
represent the weights and biases of the encoder layer, respectively, and o is the activation
function.

X=gy(z) =0(Wyz + by) Q)
Where W,z and ba are the weights and biases of the decoder layer. The objective of the AE
is to minimize the loss function, which is often the Mean Square Error (MSE) between the
original input x and the reconstruction X.

(6 2) = — XL, [l — & (3)
3.3. Transformer. The architecture that revolutionized natural language processing (NLP)
and other fields is detailed in "Attention is All You Need." This architecture, known as the
transformer, utilizes a self-attention mechanism to identify relationships among elements in
sequential data.[21]. The self-attention mechanism allows the model to efficiently consider
the entire context of the input without processing the data in sequence, differing from
traditional methods like RNN and LSTM. The fundamental formula for self-attention is
given in Equation (4).

T
Attention(Q,K,V) = softmax (%)V 4)

Where Q (query), K (key), and V (value) are representations of the input, calculated using
equation (5):

Q = XWy, K = XWy,V = XWy, (5)
Where Wy, Wy, Wy are the weight matrices corresponding to the query (Q), key (K), and
value (V) inputs in self-attention mechanism of the transformer. These weights determine the
transformation of the input data matrix X for each of the attention component. Specifically,
X represents the input sequence that the Transformer processes, and the weight matrices W,
Wy and W, are responsible for transforming this input into the corresponding query, key,
and value vectors that are used in the attention mechanism.

The transformer architecture comprises multiple encoder and decoder layers. Encoders use
self-attention and feed-forward networks to create contextual representations, while decoders
generate outputs based on these representations. Multi-head self-attention captures diverse
relationships  within the data, enabling the model to understand long-term
dependencies[22][23].

3.4. Development of Hybrid Autoencoder. The first step in developing a hybrid
autoencoder is to define and train the autoencoder. An autoencoder consists of several layers:
an input layer, an encoder layer, a bottleneck layer, and a decoder layer. The encoding process
begins by passing the input data X through the encoder layer, which consists of two dense
layers with ReLU activation functions. The equations for the encoder layer in the hybrid
autoencoder are given in equations (6) and (7).

h, = o(W;.X + by) (6)
hy = @(W.hy + b,) (7)
Here, W; and W, are the weight matrices for the first and second layers of the
Autoencoders encoder, respectively, and b; and b, are the corresponding bias terms. The



activation function @ is typically a non-linear function like ReLU. The bottleneck layer then
compresses the data into a lower dimension using equation (8).

z=Q(Ws.hy, + bs) (8)
Where W5 and b; are the weight matrix and bias term responsible for compressing the
data into the latent space. After compressing the data, the decoding phase starts, aiming to
reconstruct the original data from the latent representation. The decoder comprises two
dense layers with ReLLU activation functions and an output layer with a Sigmoid activation
function. The decoder layers are described by equations (9), (10), and (11):

h3 = @(W4.Z + b4) (9)
hy, = @(Ws.hs + bs) (10)

Where W,.Ws. Wy and by, bs, be are the weight matrices and bias terms, transforming the
latent representation z through hidden layers h; and h, to reconstruct the input data X.
The model is compiled using the Adam optimizer and MSE loss function, as detailed in
Equation (3). The Autoencoder is compiled in Python with the command
Autoencoder.compile(optimizer="adam’, loss='mse’). The trained AE transforms the input
data into a latent representation, producing compressed data z. This compressed data is then
used to train the transformer model. To detect anomalies, the AE's reconstruction error is
calculated as the squared Euclidean distance between the original data X and the reconstruced
data X, as described in equation (12).

Scoreyr = ||X — X||? (12)
The anomaly score from the transformer is calculated based on the transformer's model
prediction output as described in equation (13).

Scorerransformer = Transformer.predict(X) (13)
The combined anomaly score is obtained by merging the two scores using specific weights
(a and B) as described in equation (14).

ScoreCombines = Q. ScoreAE + B-ScoreTransformer (14)
Where a and [ are weighting parameter that determine the contribution of the AE’s
reconstruction error score ( Scoresr ) and the Transformer’s anomaly score
Scorerransformer to the final combined score. The values of a and f are determined using
a hyperparameter optimization process, such as grid search or Bayesian optimization.

3.5. Development of Transformer Model. The development of the transformer model
begins with parameter initialization, including sequence length, model dimension (d_model),
number of heads (num_heads), and feed-forward dimension (ff_dim). Positional encoding is
added to represent positional information, computed using sine and cosine functions as
described in Equations (15) and (16).

pos

PEpos,Zi = sin 2 (15)
10000%model
. pos
PEpos,Zi - COS( 21 ) (16)
10000%model

Here, pos denotes the sequence position, and i represents the dimension index, ensuring
unique representations interpretable by the transformer. The transformer encoder block
comprises multi-head attention, dropout, layer normalization, and a feed-forward network.
Multi-head attention enables the model to focus on multiple input parts simultaneously, as
shown in equation (4), while dropout regularizes the model, as per equation (17).



Dropout (x) = x.mask a7)

A binary vector mask is utilized to specify the elements to be dropped. Subsequently, layer
normalization is applied to standardize the elements within the layer, as articulated in
equation (18).
LayerNorm(x) = \/’%.y + B (18)
Where u represents the mean, o? represents the variance, € is a small constant, and y and 8
are learnable parameters. Finally, the feed-forward network is composed of two dense layers
with ReL.U activation and dropout, as detailed in equation (19).

FFN(x) = ReLU(xW; + by )W, + b, (19)
The transformer model, incorporating encoder blocks, is trained on compressed AE data and
original labels using the Adam optimizer and binary crossentropy loss. After training,
anomaly scores are generated from the transformer’s output.

3.6. Hybrid integration of the Autoencoder and Transformer. The process is visually
summarized in Figure 1, which illustrates the steps in the proposed Hybrid Autoencoder-
Transformer framework.

1
'

Hybrid AE
Transformer

Pradict Anomaly Score
Classification Resuit

Testing Phase
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FIGURE 1. Steps in the Proposed Hybrid AET Framework
3.7. Model Evaluation. The subsequent step in this research involves evaluating the
performance of the developed intrusion detection model. The objective of this performance
evaluation is to ascertain the model's practical applicability. The evaluation parameters
include Accuracy (Ac), Recall (Re), Precision (Pr), F1 Score (F1), and Area Under the Curve
(AUC) [24]. These parameters provide a comprehensive assessment of the model's
effectiveness and reliability. The formulas for these parameters are detailed in equations (20),
(21), (22), (23), and (24) [25].

TP+TN

Accuracy = ———— (20)
TP;£P+TN+PN

Precision = (21)
TP+FP

Recall = (22)

TP+TN

2 x Precision x recall

F1 Score = — (23)

precision+recall

AUC = [/ TPR(FPR)d (FPR) (24)



4. Results and Discussion.
4.1. Model Implementation. The Hybrid AET model was developed using Python,
following the steps in Figure 1. The Autoencoder (AE) used three encoding layers with ReLU
activation and dropout (0.2) and three decoding layers, with the output layer using sigmoid
activation. The AE was compiled with the Adam optimizer (learning rate 0.001), MSE loss
function, and trained for 10 epochs (batch size: 64). The Transformer model featured an
embedding dimension of 64, 4 attention heads, a feed-forward dimension of 64, and a dropout
rate of 0.1. It included positional encoding and two encoder blocks with multi-head attention,
dropout, and layer normalization. The model was compiled with the Adam optimizer
(learning rate 0.001), binary crossentropy loss function, and trained for 10 epochs (batch size:
64).
4.2. Evaluate Model. The implemented model was evaluated for performance using
equations (20-24), as shown in Table 2. The evaluation included comparisons among hybrid
AE-Transformer, DNN, LSTM, RNN, and Ensemble models, with results depicted in Figure
2. The hybrid AE-Transformer model demonstrated superior performance compared to the
other algorithms.

TABLE 2. Model Evaluation Results

Method Model Evaluation Results

AcC Pr Re F1-Score AUC
DNN 0.949 0.866 0.068 0.127 0.79
LSTM 0.946 0.0 0.0 0.0 0.50
RNN 0.946 0.0 0.0 0.0 0.74
Ensemble 0.947 1.0 0.021 0.041 0.78
Hybrid AET 0.952 0.866 0.137 0.041 0.81

)7

FIGURE 2. ROC Curve of Evaluated Models

Figure 2 illustrates the ROC curves comparing the performance of DNN, LSTM, RNN,
Ensemble, and Hybrid AE-Transformer models. The Hybrid AE-Transformer achieved the
highest AUC (0.81), followed by DNN (0.79). Ensemble and RNN models scored AUCs of
0.78 and 0.74, respectively, while LSTM had the lowest AUC at 0.50.

4.3. Testing. The proposed Hybrid AET model was evaluated on two datasets: a credit card
fraud dataset (284,807 records) and the IEEE-CIS Fraud Detection dataset (590,540 records).
As shown in Table 3, the model achieved the highest AUC (0.9773) and accuracy (0.9993)
for Dataset 1, and AUC (0.793) and accuracy (0.952) for Dataset 2, with balanced precision
and recall. The Ensemble model followed with slightly lower AUCs, while DNN and RNN
showed moderate performance. LSTM performed poorly, with an AUC of 0.5. These results



highlight the effectiveness of the Hybrid AET model for e-commerce fraud detection.
4.4. Discussion. The Hybrid AET model demonstrated robustness and scalability in e-
commerce fraud detection, effectively balancing precision and recall while achieving high
AUC values. Its hybrid architecture, combining Autoencoders for dimensionality reduction
and Transformers for capturing complex data dependencies, addresses limitations of
traditional models in handling high-dimensional data and subtle anomalies. The findings
highlight the model’s potential for real-time fraud detection in large-scale e-commerce
systems. However, its computational complexity and reliance on high-quality training data
present challenges for practical implementation. Future research should focus on optimizing
computational efficiency and improving adaptability to diverse datasets.
TABLE 3. Model Evaluation Testing Dataset

Dataset DNN |LSTM | RNN | Ensemble | Hybrid AET
Dataset 1 Ac [ 0.237 ]0.9984 |0.9984 | 0.9989 0.9993
P [0.0021 | 0.0 0.0 0.8125 0.7813
Re |0.9677 (0.0 0.0 0.4194 0.8065
F. 10.0041]0.0 0.0 0.5532 0.7937
AUC |0.8948 | 0.5 0.8555 | 0.9301 0.9773
Dataset 2 | Ac 0.949 | 0.946 0.946 | 0.947 0.952
Pr 0.866 | 0.0 0.0 1.0 0.866
Re 0.068 | 0.0 0.0 0.021 0.137
F1 0.127 |0.0 0.0 0.041 0.041
AUC |0.774 |05 0.74 0.789 0.793

5. Conclusions. This study introduced a Hybrid AET model for anomaly detection in e-

commerce fraud, combining Autoencoders for dimensionality reduction and Transformers

for capturing data dependencies. The model consistently outperformed traditional methods

(DNN, LSTM, RNN, and Ensemble) across two datasets, achieving the highest AUC of

0.9773 on Dataset 1 and 0.793 on Dataset 2. These results demonstrate its capability for

accurate fraud detection with a balanced precision and recall.

The findings highlight the model's potential for real-time fraud detection in e-commerce

systems, improving transaction security while handling large data volumes. However,

challenges such as high computational demands, dependency on data quality, and model

complexity must be addressed. Future work should focus on optimizing computational

efficiency, enhancing model interpretability, and expanding its application to other fraud

domains.
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https://mail.google.com/mail/u/1/?ik=f3ee902412&view=pt&search=all&permthid=thread-f:1820551162935315229&simpl=msg-f: 182055116293531522... 2/6
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Kind regards,

Wowon Priatna

Pada Sel, 7 Jan 2025 pukul 08.21 ICIC-EL <lilima@icicel.org> menulis:

[Kutipan teks disembunyikan]

L

Kampus | (Kampus Harsono)

JI. Harsono RM No.67 Ragunan Pasar Minggu, Jakarta Selatan, DKI Jakarta 12550, Indonesia
Kampus Il (Kampus Perjuangan)

JI. Raya Perjuangan Bekasi Utara, Kota Bekasi, Jawa Barat 17121, Indonesia

Telp : +62 21 88955882 Fax : +62 21 88955871 https://ubharajaya.ac.id/

Email : info@ubharajaya.ac.id Support : support.ubharajaya.ac.id

Wowon Priatna, S.T., M.Ti <wowon.priathna@dsn.ubharajaya.ac.id> 7 Januari 2025 pukul 17.07

Kepada: ICIC-EL <lilima@icicel.org>

Dear Ms. Lili Ma,

Thank you for your response and understanding regarding the issue with my credit card.

| have contacted my bank to investigate the matter. However, they require additional details about the transaction to
proceed with further verification and resolution. | kindly request your assistance in confirming or providing the following

information:

1. The name of the merchant as it appears in the transaction attempt.
2. The exact time and date when the transaction was processed or attempted.

Additionally, to avoid further delays, | would like to inquire if there is an alternative payment method available, such as a
bank transfer, PayPal, or any other option accepted by the journal.

I am committed to resolving this issue as quickly as possible and will follow up immediately upon receiving the requested
information. Thank you for your assistance and understanding.

Kind regards,
Wowon Priatna

[Kutipan teks disembunyikan]

ICIC-EL <lilima@icicel.org> 8 Januari 2025 pukul 09.30

Kepada: "Wowon Priatna, S.T., M.Ti" <wowon.priatna@dsn.ubharajaya.ac.id>
Cc: office <office@icicel.org>

Dear Mr. Wowon Priatna,
Thanks for your contributions to ICIC-EL.

For your questions,
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1. The name of the merchant as it appears in the transaction attempt.
--- The item is Journal Fee by IJICIC.
2. The exact time and date when the transaction was processed or attempted.

---After your confirmation, we will charge you soon.

[Kutipan teks disembunyikan]

Wowon Priatna, S.T., M.Ti <wowon.priatha@dsn.ubharajaya.ac.id> 8 Januari 2025 pukul 21.13
Kepada: ICIC-EL <lilima@icicel.org>

Dear ICIC-EL Team,

Thank you for your email and your kind explanation.

Here are the details regarding the payment:

1. Name of the Merchant:
The item is Journal Fee by IJICIC.

2. Exact Time and Date of the Transaction Attempt:
Please proceed with the transaction at your convenience.

Below are the updated credit card details for processing the payment:
Credit Card: [X] Visa [ ] MasterCard

Credit Card No.: 4365/ 0202 / 0976 / 9107

Expiration Date: 01 / 2028

Card Holder's Name : TBAl MUNANDAR

Authorized Signature: TBAl MUNANDAR

Please let me know if there is anything else you need from my side.
Looking forward to your confirmation.

Best regards,
Wowon Priatna

[Kutipan teks disembunyikan]

ICIC-EL <lilima@icicel.org> 9 Januari 2025 pukul 07.25
Kepada: "Wowon Priatna, S.T., M.Ti" <wowon.priatna@dsn.ubharajaya.ac.id>
Cc: office <office@icicel.org>

Dear Mr. Wowon Priatna,

Please send us your complete updated Invoice Letter in the form of PDF.

Thanks for your cooperation.

Kind Regards,
Lili Ma

https://mail.google.com/mail/u/1/?ik=f3ee902412&view=pt&search=all&permthid=thread-f:1820551162935315229&simpl=msg-f:182055116293531522...  4/6
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On behalf of Dr. Yan SHI
Editor-in-Chief, ICIC Express Letters
Fellow, The Engineering Academy of Japan
Professor, School of Industrial and Welfare Engineering, Tokai University
9-1-1, Toroku, Kumamoto 862-8652, Japan
Tel.: 81-96-386-2666

E-mail: office@icicel.org

From: "Wowon Priatna, S.T., M.Ti" <wowon.priatna@dsn.ubharajaya.ac.id>
Date: 2025-01-08 22:13:17

To: ICIC-EL <lilima@icicel.org>

Subject: Re: Re: Re: Contact from ICIC-EL (ICICEL-2410-014)

Dear ICIC-EL Team,
Thank you for your email and your kind explanation.
Here are the details regarding the payment:

1. Name of the Merchant:
The item is Journal Fee by IJICIC.

2. Exact Time and Date of the Transaction Attempt:
Please proceed with the transaction at your convenience.

Below are the updated credit card details for processing the payment:
Please let me know if there is anything else you need from my side.

[Kutipan teks disembunyikan]

[Kutipan teks disembunyikan]

Wowon Priatna, S.T., M.Ti <wowon.priathna@dsn.ubharajaya.ac.id> 9 Januari 2025 pukul 10.06
Kepada: ICIC-EL <lilima@icicel.org>

Dear Lili Ma,

Thank you for your email.

Please find attached the complete and updated Invoice Letter in PDF format as requested. Should you require any
additional information or have further questions, please do not hesitate to contact me.

Thanks for your cooperation.

Kind Regards,
Wowon Priatna

[Kutipan teks disembunyikan]
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ICIC-EL <lilima@icicel.org> 9 Januari 2025 pukul 13.08
Kepada: "Wowon Priatna, S.T., M.Ti" <wowon.priatna@dsn.ubharajaya.ac.id>
Cc: office <office@icicel.org>

Dear Mr. Wowon Priatna,
The payment is OK this time.
Thanks for your cooperation.

Kind Regards,
Lili Ma

On behalf of Dr. Yan SHI

Editor-in-Chief, ICIC Express Letters

Fellow, The Engineering Academy of Japan

Professor, School of Industrial and Welfare Engineering, Tokai University
9-1-1, Toroku, Kumamoto 862-8652, Japan

Tel.: 81-96-386-2666

E-mail: office@icicel.org

&MEAN: "Wowon Priatna, S.T., M.Ti" <wowon.priatna@dsn.ubharajaya.ac.id>
&iEHER: 2025-01-09 11:06:19

K& . ICIC-EL <lilima@icicel.org>

FRA: Re: Re: Re: Re: Contact from ICIC-EL (ICICEL-2410-014)

[Kutipan teks disembunyikan]
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ABSTRACT. The rise of e-commerce has led to an increase in fraudulent activities, pos-
ing significant risks to online transactions. Effective anomaly detection for e-commerce
fraud is essential for maintaining transaction trust and security. This study proposes a
hybrid framework that combines Autoencoder (AE) and Transformer models to enhance
anomaly detection in e-commerce fraud. An AE is utilized for dimensionality reduction
and latent space representation of transaction data, providing a compact and informative
feature set. The Transformer model captures global and local dependencies in the data
through its self-attention mechanism, enabling more accurate anomaly identification. The
proposed hybrid approach addresses the limitations of traditional methods by effectively
identifying complex data patterns and detecting anomalies more precisely. Evaluation
using the Credit Card Fraud Dataset and the IEEE-CIS Fraud Detection Dataset demon-
strates the hybrid model’s superior performance compared to conventional models such as
Deep Neural Network (DNN), Long Short-Term Memory (LSTM), and Recurrent Neural
Network (RNN), with significant improvements in accuracy, precision, recall, F1-Score,
and Area Under the Curve (AUC) metrics. The findings indicate that the proposed hybrid
Autoencoder-Transformer framework can significantly enhance the detection of fraudu-
lent activities in e-commerce, contributing to safer and more secure online transactions.
Keywords: Anomaly detection, Transformer, Hybrid autoencoder, Fraud detection,
Machine learning

1. Introduction. E-commerce has grown rapidly in recent years, offering substantial
benefits to both businesses and consumers. However, this growth has been accompanied
by an increased risk of fraudulent activities, including identity theft, fraudulent trans-
actions, and data manipulation, all of which can result in significant financial losses. As
e-commerce continues to expand, effective fraud detection mechanisms have become cru-
cial for maintaining trust and security in online transactions [1]. Machine learning algo-
rithms, such as K-Nearest Neighbors (KNN) and logistic regression, have been applied
to fraud detection [2], but they struggle with high-dimensional and complex datasets.
Advanced methods like Local Outlier Factor (LOF) offer improvements but still face lim-
itations in managing sophisticated fraud patterns [3].

Recent advancements in deep learning, particularly Autoencoders (AE) and Trans-
former models, have shown significant promise in anomaly detection tasks. Autoencoders
compress input data into latent representations, capturing the data’s underlying struc-
ture [4], while Transformers leverage self-attention mechanisms to capture long-term de-
pendencies in sequential data [5]. Despite their strengths, these models face individual

DOI: 10.24507/icicel.19.10.xxx
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limitations: Autoencoders are prone to overfitting on high-dimensional data and strug-
gle with temporal patterns, whereas Transformers may overlook crucial local patterns in
large, heterogeneous datasets [6-8].

This research introduces a novel hybrid Autoencoder-Transformer framework that syn-
ergizes the strengths of both models to address their individual limitations. Unlike prior
studies [4,5], which applied Autoencoder or Transformer models in isolation, this ap-
proach combines the dimensionality reduction capabilities of Autoencoders with the global
and local dependency modeling of Transformers. This integration enables comprehensive
anomaly detection, particularly for identifying complex fraud patterns that single-model
methods often miss.

The structure of this manuscript is as follows. Section 2 reviews related work in anomaly
detection and fraud detection systems. Section 3 describes the proposed hybrid Autoenco-
der-Transformer framework, including its methodology and implementation details. Sec-
tion 4 presents the experimental results and discusses the findings. Finally, Section 5
concludes the study with key insights and future research directions.

2. Related Work. Traditional Machine Learning (ML) methods, such as decision trees,
random forests, Support Vector Machines (SVM), and logistic regression, have been wide-
ly used for fraud detection. However, their reliance on labeled data and sensitivity to class
imbalance make them less effective for high-dimensional and imbalanced fraud datasets,
limiting their generalizability in real-world scenarios [9,10]. Unsupervised methods like
isolation forests avoid the need for labeled data but struggle to capture complex pat-
terns and temporal dependencies critical for detecting sophisticated fraud [11]. Recent
advancements, such as the approach in [12], combined Mahalanobis distance, isolation
forests, and local outlier factors with ensemble techniques, improving performance on
imbalanced datasets and offering insights for robust anomaly detection systems.

Deep learning models, such as Autoencoders (AE) and Recurrent Neural Networks
(RNNs), have advanced fraud detection by capturing more complex patterns. Howev-
er, AEs often overfit on high-dimensional data and lack the ability to model temporal
sequences, while RNNs can handle sequential dependencies but require significant com-
putational resources [13]. To address these limitations, hybrid models such as AE-PRF
[14] and CoTMAE [15] have been proposed, combining AEs with probabilistic random
forests or convolutional-Transformer architectures to improve training efficiency and per-
formance, albeit with challenges in fully balancing global and local dependencies [16].
This study introduces a hybrid Autoencoder-Transformer framework that leverages the
dimensionality reduction capabilities of Autoencoders and the dependency modeling of
Transformers. By combining these approaches, the framework addresses the limitations
of traditional and hybrid methods, providing a more accurate and scalable solution for
fraud detection in complex e-commerce datasets.

3. Research Methodology. This study aims to perform anomaly detection in fraud de-
tection by proposing the integration of a Hybrid Autoencoder with a Transformer (Hybrid
AET). This integration is expected to perform better than previous anomaly detection
models.

3.1. Dataset. The dataset, sourced from Kaggle, consists of 1,472,952 e-commerce trans-
action records, with 5.01% labeled as fraud. It includes 16 features designed to test ma-
chine learning models for fraud detection. Details of the dataset are summarized in Table
1.

3.2. Autoencoder. An AE is an artificial neural network designed to learn efficient
data representations, particularly in dimensionality reduction or mapping to a lower-
dimensional latent space [17]. AE comprises two primary components: the encoder and
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TaBLE 1. Dataset information

Class Fraud | Non-fraud
Is fraudulent | 73,838 | 1,399,114

the decoder [18]. The encoder maps input to a latent space, and the decoder reconstructs
it [19,20]. The process is described mathematically in Equations (1)-(3).
z = fO(x) = o(Wex + be) (1)

In this context, the encoder f8 transforms the input x to the latent space z, Wex and be
represent the weights and biases of the encoder layer, respectively, and o is the activation
function.

X =go(z) = o(Wgz + ba) (2)

where Wy: and by are the weights and biases of the decoder layer. The objective of the AE
is to minimize the loss function, which is often the Mean Square Error (MSE) between
the original input x and the reconstruction x .

N 1
tx,x) = Administrator
n

[xi = 02
2025-07-16 08:48:18
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3.3. Transformer. The architecture that revolutionized Nat|Please check and confirm whether it should
(NLP) and other fields is detailed in “Attention is All You [be deleted or something missing.

known as the Transformer, utilizes a self-attention mechanisi
among elements in sequential data [21]. The self-attention mec
efficiently consider the entire context of the input without proce
differing from traditional methods like RNN and LSTM. The

self-attention is given in Equation (4).
( KT )
Attention(Q, K, V') = softmax LDK "4 (4)

where Q (query), K (key), and V (value) are representations of the input, calculated
using Equation (5).

Q=XWq K=XWyg V =XWy (5)

where Wq, Wk, and Wy are the weight matrices corresponding to the query (Q), key
(K), and value (V) inputs in self-attention mechanism of the Transformer. These weights
determine the transformation of the input data matrix X for each of the attention compo-
nents. Specifically, X represents the input sequence that the Transformer processes, and
the weight matrices Wq, Wk and Wy are responsible for transforming this input into the
corresponding query, key, and value vectors that are used in the attention mechanism.

The Transformer architecture comprises multiple encoder and decoder layers. Encoders
use self-attention and feed-forward networks to create contextual representations, while
decoders generate outputs based on these representations. Multi-head self-attention cap-
tures diverse relationships within the data, enabling the model to understand long-term
dependencies [22,23].

3.4. Development of hybrid Autoencoder. The first step in developing a hybrid
Autoencoder is to define and train the Autoencoder. An Autoencoder consists of several

layers: an input layer, an encoder layer, a bottleneck layer, posd—=—acadaxl =
encoding process begins by passing the input data X throughAdministrator
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hy = Q(Wa - hy + by) (7)

Here, Wi and W) are the weight matrices for the first and second layers of the Au-
toencoders encoder, respectively, and b, and b, are the corresponding bias terms. The
activation function ¢ is typically a non-linear function like ReLU. The bottleneck layer
then compresses the data into a lower dimension using Equation (8).

Z=(Z)(W3-h2+b3) (8)

where W3 and bs are the weight matrix and bias term responsible for compressing the
data into the latent space. After compressing the data, the decoding phase starts, aiming
to reconstruct the original data from the latent representation. The decoder comprises
two dense layers with RelLU activation functions and an output layer with a Sigmoid
activation function. The decoder layers are described by Equations (9)-(11):

h3=®(W4'Z+b4) (9)
ha = @(Ws - hs + bs) (10)
X =0(W5'h4+b6) (11)

where Wi, Ws, We and ba, bs, be are the weight matrices and bias terms, transforming the
latent representation z through hidden layers hsz and hs to reconstruct the input data x.
The model is compiled using the Adam optimizer and MSE loss function, as detailed
in Equation (3). The Autoencoder is compiled in Python with the command Autoen-
coder.compile (optimizer = ‘adam’, loss = ‘mse’). The trained AE transforms the input
data into a latent representation, producing compressed data z. This compressed data is
then used to train the Transformer model. To detect anomalies, the AE’s reconstruction
error is calculated as the squared Euclidean distance between the original data X and the

reconstruced data X, as described in Equation (12).
Score = X—X 2 (12)

AE

The anomaly score from the Transformer is calculated based on the Transformer’s model
prediction output as described in Equation (13).

Scoretransformer = Transformer - predict(X) (13)

The combined anomaly score is obtained by merging the two scores using specific
weights (o and 8) as described in Equation (14).

Scorecombines = O+ Scoreae + 8 - SCoretransformer (14)

where a and B are weighting parameters that determine the contribution of the AE’s
reconstruction error score (Scorear) and the Transformer’s anomaly score Scorerransformer
to the final combined score. The values of a and 8 are determined using a hyperparameter
optimization process, such as grid search or Bayesian optimization.

3.5. Development of Transformer model. The development of the Transformer mod-
el begins with parameter initialization, including sequence length, model dimension (d_mo-
del), number of heads (num_heads), and feed-forward dimension (ff dim). Positional en-
coding is added to represent positional information, computed using sine and cosine func-
tions as described in Equations (15) and (%6).

)

PEpos,Zi = SEn 05721' (15)
( 10000 dmoder )

PEpos,Zi =cos o (16)

20
10000dm0de/

Here, pos denotes the sequence position, and i represents the dimension index, ensuring

unique representations interpretable by the Transformer. The Transformer encoder block



ICIC EXPRESS LETTERS, VOL.19, NO.10, 2025 5

comprises multi-head attention, dropout, layer normalization, and a feed-forward network.
Multi-head attention enables the model to focus on multiple input parts simultaneously,
as shown in Equation (4), while dropout regularizes the model, as per Equation (17).

Dropout(x) = x- mask (17)

A binary vector mask is utilized to specify the elements to be dropped. Subsequently,
layer normalization is applied to standardizing the elements within the layer, as articulated
in Equation (18).

X UL
LayerNorm(x) = v = y+86 (18)
o2+€
where u represents the mean, o2 represents the variance, € is a small constant, and y and
B are learnable parameters. Finally, the feed-forward network is composed of two dense
layers with RelLU activation and dropout, as detailed in Equation (19).

FFN(x) = ReLU(xW1 + b1) W + by (19)

The Transformer model, incorporating encoder blocks, is trained on compressed AE
data and original labels using the Adam optimizer and binary crossentropy loss. After
training, anomaly scores are generated from the Transformer’s output.

3.6. Hybrid integration of the Autoencoder and Transformer. The process is
visually summarized in Figure 1, which illustrates the steps in the proposed hybrid
Autoencoder-Transformer framework.

Training Phase
Dataset
Fraud

Data Pre-processing

v

Dats Cleaning

AE Feature Extraction

Label Encoding

Data Normalization

[ Feature Extraction ]—D[Transfcrmer TralningHTrained Transfcnner]

- =,

A
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]
]
)
1
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L}
]
)
]
]
1}
]
L}
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-
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]
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]
)
)
)
1

[ Hypriaae
rl Transformer Predict Anomaly Score
| Classification Result

Testing Phase

FIGURE 1. Steps in the proposed Hybrid AET framework
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3.7. Model evaluation. The subsequent step in this research involves evaluating the
performance of the developed intrusion detection model. The objective of this performance
evaluation is to ascertain the model’s practical applicability. The evaluation parameters
include Accuracy (Ac), Recall (Re), Precision (Pr), F1-Score (F1), and Area Under the
Curve (AUC) [24]. These parameters provide a comprehensive assessment of the model’s
effectiveness and reliability. The formulas for these parameters are detailed in Equations
(20)-(24) [25].

TP+ TN

Accuracy = 20)

TP+ FP+ TN+ FN Administrator

.. TP 2025-07-16 08:50:04

Precision = ————

TP+ FP ) R

P Please check and confirm whether "PN" is
Recall = correct or not.

TP+ TN

F1-Score =

[ Precision + Recall | TN" (False Negative).
1

2 x Precision x Recall |Thank you. "PN" is incorrect. It should be

AUC=  TPR(FPR)d(FPR) 24)
0

4. Results and Discussion.

4.1. Model implementation. The Hybrid AET model was developed using Python,
following the steps in Figure 1. The Autoencoder (AE) used three encoding layers with
RelLU activation and dropout (0.2) and three decoding layers, with the output layer using
sigmoid activation. The AE was compiled with the Adam optimizer (learning rate 0.001),
MSE loss function, and trained for 10 epochs (batch size: 64). The Transformer model
featured an embedding dimension of 64, 4 attention heads, a feed-forward dimension of
64, and a dropout rate of 0.1. It included positional encoding and two encoder blocks with
multi-head attention, dropout, and layer normalization. The model was compiled with the
Adam optimizer (learning rate 0.001), binary crossentropy loss function, and trained for
10 epochs (batch size: 64).

4.2. Evaluation model. The implemented model was evaluated for performance using
Equations (20)-(24), as shown in Table 2. The evaluation included comparisons among
hybrid AE-Transformer, DNN, LSTM, RNN, and Ensemble models, with results depict-
ed in Figure 2. The hybrid AE-Transformer model demonstrated superior performance
compared to the other algorithms.

TABLE 2. Model evaluation results

Model evaluation results
Ac Pr Re | F1-Score | AUC
DNN 0.949 | 0.866 | 0.068 0.127 0.79
LSTM 0.946 | 0.0 0.0 0.0 0.50
RNN 0946 | 0.0 0.0 0.0 0.74
Ensemble 0947 | 1.0 |0.021 0.041 0.78
Hybrid AET | 0.952 | 0.866 | 0.137 0.041 0.81

Method

Figure 2 illustrates the ROC curves comparing the performance of DNN, LSTM, RNN,
Ensemble, and hybrid AE-Transformer models. The hybrid AE-Transformer achieved the
highest AUC (0.81), followed by DNN (0.79). Ensemble and RNN models scored AUCs
of 0.78 and 0.74, respectively, while LSTM had the lowest AUC at 0.50.
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. titles of coordinate axis.
detection. Thank you for the feedback. I will
TABLE 3. Model evaluation testing daf a:crevise the figure using
distinguishable line styles and add
Dataset DNN | LSTM | RNN | Ensemb coordinate axis titles, then send the
Ac 0.237 |1 0.9984 | 0.9984 0.9984 updated figure to the provided email.
Pr | 0.0021 0.0 0.0 0.8124

Dataset 1| Re | 0.9677 0.0 0.0 0.4194 0.8065

F1 | 0.0041 0.0 0.0 0.5532 0.7937

AUC | 0.8948 0.5 0.8555 0.9301 0.9773

Ac 0.949 | 0.946 | 0.946 0.947 0.952

Pr 0.866 0.0 0.0 1.0 0.866

Dataset 2| Re 0.068 0.0 0.0 0.021 0.137

F1 0.127 0.0 0.0 0.041 0.041

AUC | 0.774 0.5 0.74 0.789 0.793

4.4. Discussion. The Hybrid AET model demonstrated robustness and scalability in
e-commerce fraud detection, effectively balancing precision and recall while achieving high
AUC values. Its hybrid architecture, combining Autoencoders for dimensionality reduc-
tion and Transformers for capturing complex data dependencies, addresses limitations of
traditional models in handling high-dimensional data and subtle anomalies. The findings
highlight the model’s potential for real-time fraud detection in large-scale e-commerce
systems. However, its computational complexity and reliance on high-quality training
data present challenges for practical implementation. Future research should focus on
optimizing computational efficiency and improving adaptability to diverse datasets.


mailto:office@icicel.org
mailto:office@icicel.org
mailto:office@icicel.org
mailto:office@icicel.org
mailto:office@icicel.org

8 W. PRIATNA, J. WARTA, RASIM, MAYADI, A. R. MAHBUB AND A. HIDAYAT

5. Conclusions. This study introduced a Hybrid AET model for anomaly detection in e-
commerce fraud, combining Autoencoders for dimensionality reduction and Transformers
for capturing data dependencies. The model consistently outperformed traditional meth-
ods (DNN, LSTM, RNN, and Ensemble) across two datasets, achieving the highest AUC
of 0.9773 on Dataset 1 and 0.793 on Dataset 2. These results demonstrate its capability
for accurate fraud detection with a balanced precision and recall.

The findings highlight the model’s potential for real-time fraud detection in e-commerce
systems, improving transaction security while handling large data volumes. However,
challenges such as high computational demands, dependency on data quality, and model
complexity must be addressed. Future work should focus on optimizing computational
efficiency, enhancing model interpretability, and expanding its application to other fraud
domains.
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ABSTRACT. The rise of e-commerce has led to an increase in fraudulent activities, pos-
ing significant risks to online transactions. Effective anomaly detection for e-commerce
fraud is essential for maintaining transaction trust and security. This study proposes a
hybrid framework that combines Autoencoder (AE) and Transformer models to enhance
anomaly detection in e-commerce fraud. An AE is utilized for dimensionality reduction
and latent space representation of transaction data, providing a compact and informative
feature set. The Transformer model captures global and local dependencies in the data
through its self-attention mechanism, enabling more accurate anomaly identification. The
proposed hybrid approach addresses the limitations of traditional methods by effectively
identifying complex data patterns and detecting anomalies more precisely. Evaluation
using the Credit Card Fraud Dataset and the IEEE-CIS Fraud Detection Dataset demon-
strates the hybrid model’s superior performance compared to conventional models such as
Deep Neural Network (DNN), Long Short-Term Memory (LSTM), and Recurrent Neural
Network (RNN), with significant improvements in accuracy, precision, recall, F1-Score,
and Area Under the Curve (AUC) metrics. The findings indicate that the proposed hybrid
Autoencoder-Transformer framework can significantly enhance the detection of fraudu-
lent activities in e-commerce, contributing to safer and more secure online transactions.
Keywords: Anomaly detection, Transformer, Hybrid autoencoder, Fraud detection,
Machine learning

1. Introduction. E-commerce has grown rapidly in recent years, offering substantial
benefits to both businesses and consumers. However, this growth has been accompanied
by an increased risk of fraudulent activities, including identity theft, fraudulent trans-
actions, and data manipulation, all of which can result in significant financial losses. As
e-commerce continues to expand, effective fraud detection mechanisms have become cru-
cial for maintaining trust and security in online transactions [1]. Machine learning algo-
rithms, such as K-Nearest Neighbors (KNN) and logistic regression, have been applied
to fraud detection [2], but they struggle with high-dimensional and complex datasets.
Advanced methods like Local Outlier Factor (LOF) offer improvements but still face lim-
itations in managing sophisticated fraud patterns [3].

Recent advancements in deep learning, particularly Autoencoders (AE) and Trans-
former models, have shown significant promise in anomaly detection tasks. Autoencoders
compress input data into latent representations, capturing the data’s underlying struc-
ture [4], while Transformers leverage self-attention mechanisms to capture long-term de-
pendencies in sequential data [5]. Despite their strengths, these models face individual
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limitations: Autoencoders are prone to overfitting on high-dimensional data and strug-
gle with temporal patterns, whereas Transformers may overlook crucial local patterns in
large, heterogeneous datasets [6-8].

This research introduces a novel hybrid Autoencoder-Transformer framework that syn-
ergizes the strengths of both models to address their individual limitations. Unlike prior
studies [4,5], which applied Autoencoder or Transformer models in isolation, this ap-
proach combines the dimensionality reduction capabilities of Autoencoders with the global
and local dependency modeling of Transformers. This integration enables comprehensive
anomaly detection, particularly for identifying complex fraud patterns that single-model
methods often miss.

The structure of this manuscript is as follows. Section 2 reviews related work in anomaly
detection and fraud detection systems. Section 3 describes the proposed hybrid Autoenco-
der-Transformer framework, including its methodology and implementation details. Sec-
tion 4 presents the experimental results and discusses the findings. Finally, Section 5
concludes the study with key insights and future research directions.

2. Related Work. Traditional Machine Learning (ML) methods, such as decision trees,
random forests, Support Vector Machines (SVM), and logistic regression, have been wide-
ly used for fraud detection. However, their reliance on labeled data and sensitivity to class
imbalance make them less effective for high-dimensional and imbalanced fraud datasets,
limiting their generalizability in real-world scenarios [9,10]. Unsupervised methods like
isolation forests avoid the need for labeled data but struggle to capture complex pat-
terns and temporal dependencies critical for detecting sophisticated fraud [11]. Recent
advancements, such as the approach in [12], combined Mahalanobis distance, isolation
forests, and local outlier factors with ensemble techniques, improving performance on
imbalanced datasets and offering insights for robust anomaly detection systems.

Deep learning models, such as Autoencoders (AE) and Recurrent Neural Networks
(RNNs), have advanced fraud detection by capturing more complex patterns. Howev-
er, AEs often overfit on high-dimensional data and lack the ability to model temporal
sequences, while RNNs can handle sequential dependencies but require significant com-
putational resources [13]. To address these limitations, hybrid models such as AE-PRF
[14] and CoTMAE [15] have been proposed, combining AEs with probabilistic random
forests or convolutional-Transformer architectures to improve training efficiency and per-
formance, albeit with challenges in fully balancing global and local dependencies [16].
This study introduces a hybrid Autoencoder-Transformer framework that leverages the
dimensionality reduction capabilities of Autoencoders and the dependency modeling of
Transformers. By combining these approaches, the framework addresses the limitations
of traditional and hybrid methods, providing a more accurate and scalable solution for
fraud detection in complex e-commerce datasets.

3. Research Methodology. This study aims to perform anomaly detection in fraud de-
tection by proposing the integration of a Hybrid Autoencoder with a Transformer (Hybrid
AET). This integration is expected to perform better than previous anomaly detection
models.

3.1. Dataset. The dataset, sourced from Kaggle, consists of 1,472,952 e-commerce trans-
action records, with 5.01% labeled as fraud. It includes 16 features designed to test ma-
chine learning models for fraud detection. Details of the dataset are summarized in Table
1.

3.2. Autoencoder. An AE is an artificial neural network designed to learn efficient
data representations, particularly in dimensionality reduction or mapping to a lower-
dimensional latent space [17]. AE comprises two primary components: the encoder and
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TABLE 1. Dataset information

Class Fraud | Non-fraud
Is fraudulent | 73,838 | 1,399,114

the decoder [18]. The encoder maps input to a latent space, and the decoder reconstructs
it [19,20]. The process is described mathematically in Equations (1)-(3).

2 = f0(2) = o(Wix + b.) (1)

In this context, the encoder f@ transforms the input x to the latent space z, W.x and b,
represent the weights and biases of the encoder layer, respectively, and o is the activation
function.

x = gp(2) = c(Wa= + ba) (2)

where Wy: and by are the weights and biases of the decoder layer. The objective of the AE
is to minimize the loss function, which is often the Mean Square Error (MSE) between
the original input x and the reconstruction z.

LIS .
Wz, 2) = - Dl — | (3)
=1

3.3. Transformer. The architecture that revolutionized Natural Language Processing
(NLP) and other fields is detailed in “Attention is All You Need”. This architecture,
known as the Transformer, utilizes a self-attention mechanism to identify relationships
among elements in sequential data [21]. The self-attention mechanism allows the model to
efficiently consider the entire context of the input without processing the data in sequence,
differing from traditional methods like RNN and LSTM. The fundamental formula for
self-attention is given in Equation (4).

Attention(Q, K, V) ft <QKT ) 74 (4)
ention(Q, K, V) = softmax

vDK
where @ (query), K (key), and V' (value) are representations of the input, calculated
using Equation (5).

Q=XWy, K=XWgk, V=XWy, (5)

where Wy, Wik, and Wy are the weight matrices corresponding to the query (Q), key
(K), and value (V') inputs in self-attention mechanism of the Transformer. These weights
determine the transformation of the input data matrix X for each of the attention compo-
nents. Specifically, X represents the input sequence that the Transformer processes, and
the weight matrices Wg, Wik and Wy, are responsible for transforming this input into the
corresponding query, key, and value vectors that are used in the attention mechanism.

The Transformer architecture comprises multiple encoder and decoder layers. Encoders
use self-attention and feed-forward networks to create contextual representations, while
decoders generate outputs based on these representations. Multi-head self-attention cap-
tures diverse relationships within the data, enabling the model to understand long-term
dependencies [22,23].

3.4. Development of hybrid Autoencoder. The first step in developing a hybrid
Autoencoder is to define and train the Autoencoder. An Autoencoder consists of several
layers: an input layer, an encoder layer, a bottleneck layer, and a decoder layer. The
encoding process begins by passing the input data X through the encoder layer, which
consists of two dense layers with ReLLU activation functions. The equations for the encoder
layer in the hybrid Autoencoder are given in Equations (6) and (7).

hy = 0(Wy - X + ) (6)
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hy = O0(Wy - hy + bo) (7)

Here, W, and W, are the weight matrices for the first and second layers of the Au-
toencoders encoder, respectively, and b; and by are the corresponding bias terms. The
activation function ) is typically a non-linear function like ReLU. The bottleneck layer
then compresses the data into a lower dimension using Equation (8).

Z = @(Wg : hg + bg) (8)

where W3 and b3 are the weight matrix and bias term responsible for compressing the
data into the latent space. After compressing the data, the decoding phase starts, aiming
to reconstruct the original data from the latent representation. The decoder comprises
two dense layers with ReLLU activation functions and an output layer with a Sigmoid
activation function. The decoder layers are described by Equations (9)-(11):

hy = 0(Ws - hs + bs) (10)
% = o(We - hy + bg) (11)

where Wy, Ws, Wg and by, bs, bg are the weight matrices and bias terms, transforming the
latent representation z through hidden layers hs and hy to reconstruct the input data x.
The model is compiled using the Adam optimizer and MSE loss function, as detailed
in Equation (3). The Autoencoder is compiled in Python with the command Autoen-
coder.compile (optimizer = ‘adam’; loss = ‘mse’). The trained AE transforms the input
data into a latent representation, producing compressed data z. This compressed data is
then used to train the Transformer model. To detect anomalies, the AE’s reconstruction
error is calculated as the squared Euclidean distance between the original data X and the
reconstruced data X, as described in Equation (12).
2

XX

Score gy = (12)

The anomaly score from the Transformer is calculated based on the Transformer’s model
prediction output as described in Equation (13).

Score pransformer = Transformer - predict(X) (13)

The combined anomaly score is obtained by merging the two scores using specific
weights (o and ) as described in Equation (14).

SCOT@Combines =« SCOT@AE + B : SCOT@Tmnsformer (14)

where « and [ are weighting parameters that determine the contribution of the AE’s
reconstruction error score (Scoresr) and the Transformer’s anomaly score Score pransformer
to the final combined score. The values of a and 3 are determined using a hyperparameter
optimization process, such as grid search or Bayesian optimization.

3.5. Development of Transformer model. The development of the Transformer mod-
el begins with parameter initialization, including sequence length, model dimension (d_mo-
del), number of heads (num_heads), and feed-forward dimension (ff_dim). Positional en-
coding is added to represent positional information, computed using sine and cosine func-
tions as described in Equations (15) and (16).

PE, 50 = sin (—p o ) (15)
10000 %moder

PEPos,Qi = COS (LSQZ> (16)
10000 dmodel

Here, pos denotes the sequence position, and ¢ represents the dimension index, ensuring
unique representations interpretable by the Transformer. The Transformer encoder block
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comprises multi-head attention, dropout, layer normalization, and a feed-forward network.
Multi-head attention enables the model to focus on multiple input parts simultaneously,
as shown in Equation (4), while dropout regularizes the model, as per Equation (17).

Dropout(x) = x - mask (17)

A binary vector mask is utilized to specify the elements to be dropped. Subsequently,
layer normalization is applied to standardizing the elements within the layer, as articulated

in Equation (18).
T —p
LN 18
= (18)
where 11 represents the mean, o represents the variance, € is a small constant, and v and

[ are learnable parameters. Finally, the feed-forward network is composed of two dense
layers with ReLU activation and dropout, as detailed in Equation (19).

The Transformer model, incorporating encoder blocks, is trained on compressed AE
data and original labels using the Adam optimizer and binary crossentropy loss. After
training, anomaly scores are generated from the Transformer’s output.

LayerNorm(z) =

3.6. Hybrid integration of the Autoencoder and Transformer. The process is
visually summarized in Figure 1, which illustrates the steps in the proposed hybrid
Autoencoder-Transformer framework.
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FIGURE 1. Steps in the proposed Hybrid AET framework
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3.7. Model evaluation. The subsequent step in this research involves evaluating the
performance of the developed intrusion detection model. The objective of this performance
evaluation is to ascertain the model’s practical applicability. The evaluation parameters
include Accuracy (Ac), Recall (Re), Precision (Pr), F1-Score (F1), and Area Under the
Curve (AUC) [24]. These parameters provide a comprehensive assessment of the model’s
effectiveness and reliability. The formulas for these parameters are detailed in Equations
(20)-(24) [25].
TP+ TN

Accuracy = TP PP+ TN FN (20)
TP

Precision = TP+ FP (21)
TP

Recall = TP TN (22)
2 X Precision X Recall

F1-Score = Precision + Recall (23)

AUC = /1 TPR(FPR)d(FPR) (24)

0

4. Results and Discussion.

4.1. Model implementation. The Hybrid AET model was developed using Python,
following the steps in Figure 1. The Autoencoder (AE) used three encoding layers with
ReLU activation and dropout (0.2) and three decoding layers, with the output layer using
sigmoid activation. The AE was compiled with the Adam optimizer (learning rate 0.001),
MSE loss function, and trained for 10 epochs (batch size: 64). The Transformer model
featured an embedding dimension of 64, 4 attention heads, a feed-forward dimension of
64, and a dropout rate of 0.1. It included positional encoding and two encoder blocks with
multi-head attention, dropout, and layer normalization. The model was compiled with the
Adam optimizer (learning rate 0.001), binary crossentropy loss function, and trained for
10 epochs (batch size: 64).

4.2. Evaluation model. The implemented model was evaluated for performance using
Equations (20)-(24), as shown in Table 2. The evaluation included comparisons among
hybrid AE-Transformer, DNN, LSTM, RNN, and Ensemble models, with results depict-
ed in Figure 2. The hybrid AE-Transformer model demonstrated superior performance
compared to the other algorithms.

TABLE 2. Model evaluation results

Model evaluation results

Method Ac Pr Re | F1-Score | AUC
DNN 0.949 | 0.866 | 0.068 | 0.127 0.79
LSTM 0.946 | 0.0 0.0 0.0 0.50
RNN 0.946 | 0.0 0.0 0.0 0.74
Ensemble |0.947| 1.0 |0.021| 0.041 0.78
Hybrid AET | 0.952 | 0.866 | 0.137 0.041 0.81

Figure 2 illustrates the ROC curves comparing the performance of DNN, LSTM, RNN,
Ensemble, and hybrid AE-Transformer models. The hybrid AE-Transformer achieved the
highest AUC (0.81), followed by DNN (0.79). Ensemble and RNN models scored AUCs
of 0.78 and 0.74, respectively, while LSTM had the lowest AUC at 0.50.
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FIGURE 2. ROC curve of evaluated models

4.3. Testing. The proposed Hybrid AET model was evaluated on two datasets: a credit
card fraud dataset (284,807 records) and the IEEE-CIS Fraud Detection dataset (590,540
records). As shown in Table 3, the model achieved the highest AUC (0.9773) and accuracy
(0.9993) for Dataset 1, and AUC (0.793) and accuracy (0.952) for Dataset 2, with balanced
precision and recall. The Ensemble model followed with slightly lower AUCs, while DNN
and RNN showed moderate performance. LSTM performed poorly, with an AUC of 0.5.
These results highlight the effectiveness of the Hybrid AET model for e-commerce fraud
detection.

TABLE 3. Model evaluation testing dataset

Dataset DNN | LSTM | RNN | Ensemble | Hybrid AET
Ac | 0.237 | 0.9984 | 0.9984 | 0.9989 0.9993
Pr 10.0021| 0.0 0.0 0.8125 0.7813
Dataset 1 | Re |0.9677| 0.0 0.0 0.4194 0.8065
F1 10.0041| 0.0 0.0 0.5532 0.7937
AUC | 0.8948 | 0.5 | 0.8555 | 0.9301 0.9773
Ac | 0.949 | 0.946 | 0.946 0.947 0.952
Pr | 0.866 0.0 0.0 1.0 0.866
Dataset 2| Re | 0.068 0.0 0.0 0.021 0.137
F1 | 0.127 0.0 0.0 0.041 0.041
AUC | 0.774 0.5 0.74 0.789 0.793

4.4. Discussion. The Hybrid AET model demonstrated robustness and scalability in
e-commerce fraud detection, effectively balancing precision and recall while achieving high
AUC values. Its hybrid architecture, combining Autoencoders for dimensionality reduc-
tion and Transformers for capturing complex data dependencies, addresses limitations of
traditional models in handling high-dimensional data and subtle anomalies. The findings
highlight the model’s potential for real-time fraud detection in large-scale e-commerce
systems. However, its computational complexity and reliance on high-quality training
data present challenges for practical implementation. Future research should focus on
optimizing computational efficiency and improving adaptability to diverse datasets.
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5. Conclusions. This study introduced a Hybrid AET model for anomaly detection in e-
commerce fraud, combining Autoencoders for dimensionality reduction and Transformers
for capturing data dependencies. The model consistently outperformed traditional meth-
ods (DNN, LSTM, RNN, and Ensemble) across two datasets, achieving the highest AUC
of 0.9773 on Dataset 1 and 0.793 on Dataset 2. These results demonstrate its capability
for accurate fraud detection with a balanced precision and recall.

The findings highlight the model’s potential for real-time fraud detection in e-commerce
systems, improving transaction security while handling large data volumes. However,
challenges such as high computational demands, dependency on data quality, and model
complexity must be addressed. Future work should focus on optimizing computational
efficiency, enhancing model interpretability, and expanding its application to other fraud
domains.
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