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ABSTRAK 

 

John Kristian Vieri, 201710225325. Pelanggan adalah tujuan utama dari semua 

bidang usaha, tanpa adanya pelanggan perusahaan tidak akan mampu 

melanjutkan atau bersaing dalam bidang bisnis yang dijalani nya meskipun 

perusahaan tersebut memiliki produk yang cemerlang jika tidak memiliki 

peningkatan jumlah pelanggan usaha tersebut tidak akan dapat berkembang atau 

bahkan dapat mengalami kebangkrutan. Maka dari itu dibutuhkan observasi dan 

pembuatan aplikasi yang mampu memprediksi pelanggan yang akan 

berlangganan sehingga perusahaan dapat memprediksi pelanggan yang akan 

berlangganan dengan tepat tanpa harus menunggu kepastian dari pelanggan yang 

kemungkinan nya masih tidak diketahui. Hal ini dapat sangat berguna untuk 

perusahaan manapun dikarenakan perusahaan tidak perlu lagi mencari pelanggan 

secara acak yang dimana hal itu hanya menghabiskan waktu untuk mendapatkan 

pelanggan. Masalah yang sama juga di hadapi oleh PT. Telekomunikasi 

Indonesia dengan produknya yaitu (Indihome) yang sedang berjuang untuk 

bersaing dalam dunia bisnis di bidang telekomunikasi dan internet. Maka dari itu 

penelitian dan pembangunan aplikasi ini di lakukan agar PT. Telekomunikasi 

indonesia dapat mendapatkan pelanggan nya dengan cepat tanpa harus 

menghabiskan biaya dan usaha yang besar. Pembuatan aplikasi ini menggunakan 

metode klasifikasi dari teknologi pembelajaran mesin berdasarkan data histori 

pelanggan. Metode klasifikasi memiliki banyak algoritma yang kuat untuk 

memprediksi variabel yang memiliki label lebih daripada satu. Beberapa 

algoritma yang digunakan adalah Logistic Regression, Random Forest Classifier, 

Support Vector Machine dan Decision Tree Yang di sediakan oleh modul pada 

bahasa pemograman python yaitu Sk-Learn. Keempat algoritma tersebut akan di 

uji dengan data yang diseimbangkan menggunakan metode Oversampling dari 

algoritma Smote untuk mendapatkan hasil yang optimal dalam memprediksi 

pelanggan secara otomatis. 

Kata Kunci : Klasifikasi, Logistic Regression, Random Forest, Support Vector 

Machine, Decision Tree Classifier, Smote, Sk-Learn. 
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ABSTRACT 

 

John Kristian Vieri, 201710225325. Customers are the main goal of all business 

fields, without customers the company will not be able to continue or compete in 

the business field it is in, even though the company has brilliant products. 

Therefore, it is necessary to make observations and make applications that are able 

to predict customers who will subscribe so that companies can predict customers 

who will subscribe correctly without having to wait for confirmation from 

customers whose possibilities are still unknown. This can be very useful for any 

company because companies no longer need to look for random customers where 

it only takes time to find customers. PT. Telekomunikasi Indonesia with its product 

(Indihome), which is struggling to compete in the business world in the 

telecommunications and internet sector. Therefore research and development of 

this application are carried out so that PT. Indonesian telecommunications can get 

its customers quickly without having to spend a lot of money and effort. Making this 

application uses a Classification method from Machine Learning technology based 

on customer historical data. The Classification method has many strong algorithms 

to predict variables with more than 1 label. Some of the algorithms used are 

Logistic Regression, Random Forest Classifier, Support Vector Machine and 

Decision Tree. The four algorithms will be tested with balanced data to get optimal 

results in predicting customers automatically. 

Key Word : Classification, Logistic Regression, Random Forest Classifier, 

Support Vector Machine, Decision Tree Classifier, Smote, Sk-Learn. 
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